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Abstract
Prompt engineering enables Large Language Mod-
els (LLMs) to perform a variety of tasks. How-
ever, lengthy prompts significantly increase com-
putational complexity and economic costs. To
address this issue, prompt compression reduces
prompt length while maintaining LLM response
quality. To support rapid implementation and
standardization, we present the Prompt Com-
pression Toolkit (PCToolkit), a unified plug-
and-play framework for LLM prompt compres-
sion. PCToolkit integrates state-of-the-art com-
pression algorithms, benchmark datasets, and
evaluation metrics, enabling systematic perfor-
mance analysis. Its modular architecture sim-
plifies customization, offering portable interfaces
for seamless incorporation of new datasets, met-
rics, and compression methods. Our code
is available at https://github.com/3DAgentWorld/
Toolkit-for-Prompt-Compression. Our demo
is at https://huggingface.co/spaces/CjangCjengh/
Prompt-Compression-Toolbox.

1 Introduction
Large Language Models (LLMs) have demonstrated remark-
able generalization capabilities [Grosse et al., 2023; Yang et
al., 2024], allowing them to adapt to a wide range of tasks
through prompt engineering techniques such as CoT [Wei
et al., 2024], ICL [Dong et al., 2024], and RAG [Lewis et
al., 2020] without necessitating fine-tuning. However, this
advantage comes with an obvious drawback: increasing the
length of prompts to encompass the necessary information,
which subsequently escalates computational overhead [Wang
et al., 2024]. Also, for online models such as ChatGPT and
Claude, lengthy prompts inflate the economic cost associated
with API calls.

To address this issue, prompt compression is the most
straightforward strategy. As illustrated in Figure 1, it aims
to reduce the length of prompts while retaining the essen-
tial information. However, the deployment of prompt com-
pression methods varies between different approaches. There

∗Corresponding author.

Compressor

Original Context: Brown is playing a simple game of dice. The game 

requires that Brown roll a six to win. So, hoping to get a six, Brown throws 
a die onto the table. Unluckily for the other players, the die lands six-up 
and Brown wins the game. Did Brown intentionally roll a six?

Compressed Context: a game of dice. requires Brown roll 

a six. So, hoping to a six, Brown throws a die. the die lands 
six-up and Brown wins. Did Brown intentionally roll a six?

LLMResponse: No. The outcome of the 

die roll is determined by chance.

Query
(Optional)

Did Brown 
intentionally roll a six?

Figure 1: Illustration of prompt compression. The original con-
text is distilled into a more concise form while preserving pertinent
information for LLMs to process. Some methods compress the con-
text based on the query, while others do not. Words that are under-
lined in the original text denote the segments that are trimmed by the
compressor.

is not yet a general toolkit that can invoke multiple types
of compressors. Thus, with the aim of providing plug-and-
play services, easily customizable interfaces, and supporting
common datasets and metrics, we propose Prompt Compres-
sion Toolkit (PCToolkit), a unified plug-and-play toolkit for
Prompt Compression of LLMs, making prompt compression
methods accessible and portable to a wider audience. Our
plug-and-play design enables users to deploy and use the
toolkit without any further model training. Meanwhile, users
are also able to plug in their custom-trained models in PC-
Toolkit.

Key features of PCToolkit include:
(i) Reproducible methods. PCToolkit offers a unified

interface for six different compressors: KiS [Laban et al.,
2021], SCRL [Ghalandari et al., 2022], Selective Context [Li
et al., 2023], LLMLingua [Jiang et al., 2023], LongLLMLin-
gua [Jiang et al., 2024], and LLMLingua-2 [Pan et al., 2024].

(ii) Modular design. Featuring a modular structure that
simplifies the transition between different methods, datasets,
and metrics, PCToolkit is organized into four distinct mod-
ules: Compressors, Datasets, Metrics and Runner.
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Compressors

Selec�ve Context

LLMLingua-2LongLLMLingua

SCRLKiS

Datasets

GSM8K

BBC News

Arxiv

ShareGPT

BBH

LongBench

Metrics

BLEU

ROUGE-1

ROUGE-2

ROUGE-L

Bertscore-P

Bertscore-R

Bertscore-F1

Runner

Compressor

Dataset

Metric

Text input

Compressed prompt Score for evalua�on

Results
Edit distance

Gigaword

DUC2004

BNC

Broadcast

Google

LLMLingua

Figure 2: Architecture of PCToolkit. The compressors module encompasses prompt compression methods that can be accessed through
a unified interface with customizable parameters. The datasets module includes diverse datasets. The metrics module comprises primary
metrics utilized for evaluating the performance of compressors. The runner module offers a generalized interface for executing evaluations
or simply retrieving the compressed prompt generated by the compressors.

(iii) User-friendly interface. Facilitating portability and
ease of adaptation to different environments, the interfaces
within PCToolkit are designed to be easily customizable.

2 PCToolkit
2.1 Modular Design
As shown in Figure 2, PCToolkit is designed with a modu-
lar architecture, consisting of Compressors, Datasets, Metrics
and Runner.
Compressors. pctoolkit.compressors module en-
compasses six compression methods tailored for prompt op-
timization. All compressors can be invoked through a unified
interface shown in Section 2.2. Figure 3 divides them into
three categories: (1) RL-based: KiS, SCRL, (2) LLM scoring-
based: Selective Context, and (3) LLM annotation-based:
LLMLingua, LongLLMLingua, LLMLingua-2. Among
them, KiS does not typically trim words but uses an autore-
gressive approach to regenerate a shorter context.
Datasets. pctoolkit.datasetsmodule includes a di-
verse collection of datasets, each curated to cover a wide array
of natural language tasks. As shown in Table 1, the datasets
are systematically organized by task requirements. For in-
stance, reconstruction tasks leverage domain-specific corpora
like BBC and Arxiv, while complex reasoning tasks utilize
mathematical benchmarks like GSM8K. From tasks like re-
construction, summarization, question answering, to more
specialized domains such as code completion and lies recog-
nition, PCToolkit offers a comprehensive testing ground for
assessing prompt compression techniques.

Task Datasets
Reconstruction BBC, ShareGPT, Arxiv, GSM8K
Mathematical Problems GSM8K, BBH
Boolean Expressions BBH
Multiple Choice BBH
Lie Detection BBH

Summarization BBC, Arxiv, Gigaword, DUC2004,
BNC, Broadcast, Google, LongBench

Question Answering BBH, LongBench
Few-Shot Learning LongBench
Synthetic Tasks LongBench
Code Completion LongBench

Table 1: Task-dataset mapping in PCToolkit. The table illustrates
a structured breakdown of supported NLP tasks and their corre-
sponding evaluation datasets across reconstruction, reasoning, and
generation paradigms.

Metrics. pctoolkit.metrics module quantifies the
performance of the compression methods across different
tasks. Key metrics include accuracy, BLEU [Papineni et
al., 2002], ROUGE [Lin, 2004], BERTScore [Zhang* et al.,
2020], Token-F1 [Bai et al., 2024], and edit-distance. All
necessary metrics can be easily organized into a list, which
instructs the Runner on what to measure. As detailed in Ta-
ble 2, task requirements dictate metric selection: accuracy
dominates mathematical and reasoning evaluations (GSM8K,
BBH), while text generation tasks (BBC, Arxiv) employ com-
posite metrics including ROUGE and BERTScore.

Runners. pctoolkit.runners module serves as the
engine that drives the evaluation process. Users can seam-
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Compressor Scorer Reward

Op�miza�on

(a) Reinforcement Learning (RL)

LLM

Scorer

(b) LLM Scoring

LLM
Train

Compressor

(c) LLM Annotation

Figure 3: Categories of prompt compression methods. These methods can be grouped into three main categories: (a) RL-based methods,
which use heuristic rewards to optimize the compressor, (b) LLM scoring-based methods, which use another language model to score each
token in a single autoregressive step and decide to keep or discard each token based on its score, and (c) LLM annotation-based methods,
which use LLMs to annotate data for training a small model specifically designed for prompt compression.

Dataset Metrics
BBH Accuracy
Gigaword ROUGE, Token-F1
BNC ROUGE, Token-F1
DUC2004 ROUGE, Token-F1
Broadcast ROUGE, Token-F1
Google ROUGE, Token-F1
GSM8K Accuracy, BLEU, ROUGE, BERTScore
BBC News BLEU, ROUGE, BERTScore
Arxiv articles BLEU, ROUGE, BERTScore
ShareGPT BLEU, ROUGE, BERTScore

LongBench Accuracy, BLEU, ROUGE, BERTScore,
Edit-distance

Table 2: Dataset-metric mapping in PCToolkit. The table presents
correspondences between evaluation datasets and their specialized
metrics, emphasizing accuracy for reasoning tasks (e.g., BBH) and
text generation metrics (e.g., ROUGE) for summarization.

lessly execute experiments, compare results, and analyze the
performance of different compression techniques using the
Runner component.

2.2 Unified Interface
In PCToolkit, a unified interface for invoking prompt com-
pression methods is provided. In the following example, we
show how to simply invoke the compressing methods within
few lines.
from pctoolkit.compressors import

PromptCompressor

compressor = PromptCompressor(
type=’SCCompressor’, device=’cuda’)

prompt = ’This is a prompt.’
ratio = 0.5
result = compressor.

compressgo(prompt, ratio)

For simple compression task, one compressor is selected.
Following the example given above, the original prompt is
input to the compressor, and the compressor outputs the com-
pressed prompt. For datasets evaluation, one datasets and
multiple metrics are selected, along with the compressor cho-
sen, these three parts are deployed in Runner. The Runner
will provide the evaluation results according to the metrics
list. The following example shows how to use PCToolkit to
evaluate a dataset.

from pctoolkit.runners import run
from pctoolkit.datasets import

load_dataset
from pctoolkit.metrics import

load_metrics

compressor = PromptCompressor(
type=’SCCompressor’, device=’cuda’)

dataset_name = ’arxiv’
dataset = load_dataset(dataset_name)

run(compressor=compressor,
dataset=dataset,
metrics=load_metrics,
ratio=0.5)

Currently, the supporting dataset calls are implemented in-
side run. Users can also following the format in run to
adapt their own datasets or metrics.

3 Conclusion

We introduced PCToolkit, an open-source project designed
for prompt compression and evaluation. This toolkit provides
a user-friendly and comprehensive resource, featuring six
common compression methods and over ten diverse datasets
that encompass a wide range of natural language tasks.
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