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Abstract
In the evolving landscape of online information,
disinformation is a growing concern. A concept
central to this challenge is the ”data void”, a sit-
uation where there is a lack of relevant information
online regarding certain search terms. This creates
an opportunity for misleading or false narratives to
fill the gap, often influencing public perception. In
this work, we present methods to track and mitigate
data voids in Web search settings.

1 Introduction
Search begins with keywords. When there is a dearth of
information online that is relevant to the keywords, we are
in a data void [Golebiewski and Boyd, 2019; Norocel and
Lewandowski, 2023]. Not all data voids are problematic.
For instance, random strings or uncommon phrases might
not yield any meaningful search results without consequence.
However, when the gap involves significant or emerging top-
ics, it becomes a target for exploitation. In the historical ex-
ample of ”Pizzagate,” disinformation filled the void around
conspiracy keywords, thus directing users towards false nar-
ratives about a political figure [Aisch et al., 2016].

Disinformers have capitalized on the presence of data voids
and the operation of search engines to drive information seek-
ers to their narratives [Williamson, 2022; Koebler, 2018;
Chariton, 2020; Pager, 2020]. Tripodi outlines how politi-
cal agents have exploited the information consumption habits
of Evangelical groups to push right-wing agendas [Tripodi,
2022]. As information seekers self-discover the content by
searching for specific keywords, they deem it authentic as it
was actively found rather than passively shared with them.

To understand how a data void exploit occurs and how
a mitigation response works, consider the keyword search
query in Figure 1, circa 2008. Disinformers manipulate
search results for a fresh data void: “Obama born Kenya.”
They add web pages (red content) with high search rele-
vance for the void’s keywords. They may also deploy these
pages in sites with high PageRanks [Page et al., 1998] to
boost the ranking of their narrative. The exploit is not lim-
ited to Web search results. Search engines rely on struc-

∗Original paper presented at CIKM 2024 [Mannino et al., 2024].

tured data, stored in Knowledge Graphs (KGs), to extend
search beyond matching keyword queries to pages, to pro-
vide users with faster and richer results [Google Blog, 2012;
Google Support, 2024]. Since KGs suffer from incomplete-
ness [Wang et al., 2017], they depend on continual data cu-
ration and augmentation for accuracy and coverage of new
facts [Ortona et al., 2018]. This incompleteness allows at-
tackers to inject fresh facts that “fill up” the data void. In
Figure 1, disinformers further manipulate search results by
adding KG facts (red edges) with high relevance for the void’s
keywords. Mitigators respond to such attacks by also filling
up the void with counter-content (green) to rank their narra-
tive higher in search results.

There is no easy “fix” for data voids and search platforms
and mitigators need to work together to “identify vulnerabil-
ities and respond to attacks” [Golebiewski and Boyd, 2019].
Their eye-opening report, however, leaves much to be deter-
mined as to how exactly can mitigators monitor and respond
to data voids. Current search platforms either have limited
bandwidth or awareness to mitigate all forms of disinforma-
tion, especially those beyond their regional legal liability.

Starting, however, from the point of mitigators knowing
exactly what the problematic data void keywords are [Tripodi,
2022; Mirza et al., 2023], we argue that we can use light-
weight measures to track a data void and the effectiveness of
both disinformation and mitigation efforts on Web and KGs.
Given this tracker, we show that we can maximize the effec-
tiveness of mitigation efforts given constraints on resources
or actions that one can take on third-party search platforms.

In particular, we demonstrate that search result rank can
determine the effectiveness and progress of disinformation
or mitigation efforts with respect to a set of data void key-
words. We provide historical evidence of Google search rank
changes of disinformation and its counter information over
time using a data void case study about American politics.

On demonstrating that a lightweight measure based on
search rank can track data voids, we consequently show how
it can also be used to direct how mitigators should respond or
what strategy to employ when promoting counter-content.

In this abstract, originally presented as a full paper at
CIKM 2024 [Mannino et al., 2024], we report three main
contributions. First, we describe a data void exploit case
and show how search ranking can track the data void pro-
gression (§2). Second, we model disinformers and mitiga-
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Obama born kenya

Birth certificate issued in Kenya 
for Obama

Obama is not eligible to US 
president; born in Kenya, Africa

Obama is the US democratic 
nominee

Children are born in Kenya

Aug 4, 1961, Women’s 
Hospital, Kenya, Africa 

Barack Obama/Born

Birth certificate issued in Kenya 
for Obama

Records in Kapi’olani Medical 
Center confirm birth of Obama

Obama is the US democratic 
nominee

Obama was born in Honolulu not 
Kenya; birth certificate confirms

Aug 4, 1961, Kapi’olani 
Medical Center, Hawaii, US

Barack Obama/BornData Void
Few relevant search results

Children are born in Kenya

Obama runs for US presidency; 
Mitt Romney …

Obama is the US democratic 
nominee

My experience being born in 
Kenya 

Missing links in knowledge 
graph (KG) have low 
prediction scores

Kenya

US
born

born

Kenya

US

Disinformers add 
pages to the web, 
exploiting the 
data void

Disinformers carefully add 
triples to KG to boost target 
disinforming relationship

Kenya

US

Mitigators add 
pages to the web to 
boost the ranking 
of counter content

Mitigators carefully add 
triples to the KG to boost 
the correct relationship

Initial search Search after an exploit
Later search after 
mitigation effort

Disinformers & mitigators continue to fill the data void with 
opposing narratives in an adversarial game

Figure 1: Data voids and how they evolve as disinformers (red) and mitigators (green) act to fill the void with content.

tors as adversarial agents with limited control over the strate-
gies in simulated environments and hence inform mitiga-
tors how to best tackle data voids (§3). Third, we empiri-
cally evaluate the effectiveness of different mitigation strate-
gies across web search (§4). Results show that the choice
of mitigation strategy is crucial in the initial phases of a
data void: an aggressive mitigation strategy outperforms the
baseline 95% of the time. Code and data are available at
https://github.com/huda-lab/datavoids.

2 Case Study Analysis
For historical analysis of data voids, we consider an approx-
imation of such data through the use of custom data range
searches on a major search engine. This is a proxy dataset for
what searchers see on searching data void keywords at dif-
ferent points in time. We search for the data void keywords
using a custom date range: an unspecified start date and an
increasing daily, weekly, or monthly end date. This creates
an approximate snapshot of what users would see —- results
and their search ranks — if they had queried the data void
terms on different past dates. A typical analysis of this data
set would show an absence of any relevant information prior
to the emergence of the data void, followed by a gradual in-
crease in the search rankings of misinforming content, and
possibly an increase in the rankings of counter content.

We implemented a pipeline that extracts search rank data.
Using an LLM (ChatGPT-3.5), the pipeline automatically as-
sesses whether the content of new pages is irrelevant to the
data void, or if it can be labeled as disinformation, mitigation,
or irrelevant. The pipeline generates a visualization with a
color-coding of the top-50 search rank results over time and a
line chart showing the aggregate inverse rank of pages in each
category (

∑
1

rank ). The higher the sum of inverse ranks of

Google increasing monthly snapshot
Delegitimize Trump-Russia Investigation Debunk Ohr Connection Irrelevant

R
es

ul
t r

an
k

S
um

 o
f i

nv
er

se
 ra

nk
s

Figure 2: Tracking the effectiveness of disinformers and mitigators
in filling the data void and influencing search ranking.

content from one side, the more prominent it is in the search
results indicating that it is ”winning”.

The Nellie Ohr Data Void. The Trump-Russia collusion in-
vestigation began in 2016 to determine if they colluded to ma-
nipulate the 2016 US Elections. Steele, a British Intelligence
officer, produced a ‘dossier’ with claims on Trump’s connec-
tions to Russia. In mid-2017, a name, Nellie Ohr, emerged in
a conspiracy theory connecting the dossier and the collusion
allegations. Exploiting this data void started by seeding the
internet with stories about Ohr’s husband, who was involved
in the collusion investigations. QAnon, a far-right group, was
an early propagator, introducing unverified information about
her on Reddit and Twitter. These mentions filled the void
with a particular narrative before authoritative sources could.
Searches for “Nellie Ohr” would land information seekers on
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content delegitimizing the investigation. In 2018, influential
conservative platforms consistently echoed her name and the
conspiracy theory, effectively gaming search algorithms.

The rank analysis in Figure 2 shows how the data void
was initially filled by sites supporting the narrative that de-
legitimizes the investigation. When mitigators start to push
content, both narratives climb up in the ranking. Over time,
both agents put resources into the game with alternating suc-
cess until the situation stabilizes after two years. Note that
the highest mitigation peak coincides with a peak in search
trends, which is attributed to the involvement of main stream
media (e.g. NYTimes) in debunking the conspiracy [EC et
al., 2020]. This provides some evidence of the robustness of
our methods in tracking certain historical data voids despite
the limitations of custom range searches.

3 Data Voids as an Adversarial Game
We model data void exploits as a game played between two
adversarial agents: a disinformer d and a mitigator m who
each take turns choosing which content to deploy (e.g., which
page in the case of web search, or which triple in the case
of the KG). Their goal is to have their own content ranked
higher by some user-facing algorithm accessing the informa-
tion ecosystem. This game applies to differing narratives,
opinions, etc. beyond the narrow lens of factually incorrect
as “disinformation” and fact-checks as “mitigation”. Our as-
sumption of a fixed set of resources to choose from mimics
the resources and access constraints in real-world settings.
For example, a disinformation campaign run by a state actor
may have access to state-run, media news channels, whereas
a political fact-checking team may not.

In the Web setting, agents compete in having their con-
tent ranked higher than the counter-part. An agent here can
represent the actions of multiple decentralized agents with an
overlapping agenda.
The Game-playing Scenario. Five elements define the
game-playing scenario. Turn: Each agent, d or m, selects
a piece of information (xd or xm) from their resource pools
(D, M ) to modify the information ecosystem Ut−1 at each
turn t, where {t ∈ Z|t ≥ 1}. Let U0 represent the data void
and D0,M0 the initial resource pools, then Ut := Ut−1 ∪
{xd, xm}, Dt := Dt−1 − xd, and Mt := Mt−1 − xm. The
specific choice of what information to use is guided by the
agent’s strategy. At each turn both agents act simultaneously.
An agent may skip their turn. Effect. E : U → Rd × Rm

Each turn alters the state of the information ecosystem, either
amplifying the disinformation or its mitigation. The effect of
each move is tracked by reevaluating the rank (a proxy for
visibility and therefore influence) of the disinformation and
its mitigation after each turn. For notational convenience, Ed,
and Em respectively refer to the disinformation and mitiga-
tion components of effect. Cost. C : X → R The cost in
this game is assumed to be proportional to the influence of
an information item within the information ecosystem. Met-
rics such as node centrality, pagerank, and degree can be used
as a proxy to determine how well connected a page is within
the Web and thus its influence to promote a certain narrative.
Winning. W : (RD,RM ) → {d,m} Agents measure their

success based on the rank of their content in the information
ecosystem at each turn. The disinformer is winning when
the disinformation has higher ranking, and conversely for the
mitigator. Thus, W(E(Ut)) will declare an agent winner if its
effect (e.g. ranking) is higher than the other agent at turn t.
The Game Strategies. In this game, a strategy (S : X×U →
x) is an agent’s set of rules that dictates which content to de-
ploy when it is their turn. It guides the actions of an agent
based on the available resources (Dt−1 for d and Mt−1 for
m) and the current state of the information ecosystem (Ut−1).
The strategy is the most important element and the one that
is controlled by the players to win the game. We study the
following three. Random: an agent chooses a random piece
of content to add to their information pool each time. Greedy:
the ranking of an information item in the ecosystem is often
determined by a variety of factors including its relevance to
the search query (e.g., keyword match similarity), the item’s
influence (e.g., pagerank), etc. In this strategy, the resource
pool is sorted once, in decreasing order, apriori by a weighted
combination of these factors. At each turn, the agents pulls
the topmost item from this pool. This aggressive strategy of-
ten chooses more costly items to add first. Multiobjective
Greedy: a modification of the Greedy strategy, incorporating
cost considerations. It sorts the items in the resource pool,
once, in decreasing order, apriori using a weighted combina-
tion of search-rank factors and negatively weighted cost.

Using this abstraction of data voids, we build simulators
that model the actions of disinformers and mitigators in a re-
alistic setting. In the simulated environment, the set of pages
or claims available to an agent plausibly represent the influ-
ence that such a page has in a web setting. We use search over
Wikipedia pages as a stand in for searching over the web.

4 Experimental Results
We are interested in which strategies are more impactful and
cost-effective over the course of the simulation. So, even if
an agent never strictly wins (§3), they did the best with what
they have. Figure 3 illustrates the effects of simulating differ-
ent strategies across the data void scenarios in the Web set-
ting. The Random strategy is the baseline to beat. We fix the
strategy of the disinformer to one among Random, Greedy,
and Multiobjective; this choice does not influence the choice
of the mitigator’s strategy. When simulating the random strat-
egy, we compute averages and variance over 15 runs in web
search. We then evaluate the performance of the mitigator
when employing one of two strategies, Greedy or Multiob-
jective, against its performance when employing the Random
strategy. Each plot in Figure 3 shows (i) the baseline per-
formance of Em(Ut) − Ed(Ut) at every turn t when the mit-
igator is employing the Random strategy — a gray line —
and (ii) the performance of the evaluated strategy — a thick
green line. The shaded area between the two curves illus-
trates how well or poorly a strategy performs when compared
to the baseline. We shade this region green to indicate that the
evaluated strategy is outperforming the baseline and red oth-
erwise. If at turn t, we are above or at the 0 line, the mitigator
strategy is also winning, i.e., its effect being greater than or
equal to the disinformer strategy at turn t.
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Turn Turn Turn Turn

m: Procedural Language m: Pessimism m: Empiricism m: Keynesian Economics

d Multiobjective
m Greedy 

d Multiobjective
m Multiobjective 

d Greedy
m Greedy 

d Greedy
m Multiobjective 

d Random
m Greedy 

d Random
m Multiobjective 

Figure 3: Differences of effects Em(Ut) − Ed(Ut) at every turn t of the Web search simulation across four data void scenarios. Greedy and
Multiobjective allow mitigators to get ahead of an emerging data void scenario.

d: Declarative Language
m: Procedural Language

d: Optimism
m: Pessimism

d: Rationalism
m: Empiricism

d: Classical Economics
m: Keynesian Economics

Turn Turn Turn Turn

C
os

t

Greedy Multiobjective Random

Figure 4: Mitigator costs for different strategies at each turn of the web search simulation across four data void scenarios. Multiobjective is
less expensive than Greedy in the initial turns.

Figure 4 reports the cost of each strategy as more of the
mitigator’s pages are added at every turn. As the mitigator
picks a strategy without information about the disinformer
strategy at hand, the cost graphs are independent of the latter.

We find the following insights from the analysis of the re-
sults for the Web search game:

▶ In the case of early detection of a new data void, miti-
gators have alternative options for matching the disinformer
depending on the quality of the available resources and bud-
get.
▶ For better ranking results and faster impact, an informed
strategy (Greedy, Multiobjective) should be favored to a
Random one, with Multiobjective chosen in cases of a lim-
ited budget.
▶ Greedy strategies need access to “influential” pages or en-
tities. In a greedy suppression, mitigators need to create
consortia, hyperlink their resources, attract the sponsorship

of high-value entities or nodes, to maximize the ranking of
deployed mitigation content by search engines.

5 Conclusion

We develop rank-based measures to track the progress of dis-
informers or mitigators in filling up data voids in the Web. We
illustrate the power of such a tracker with real case-studies.
We formulate data void exploits and response as an adver-
sarial game between disinformers and mitigators and use a
simulator modeled on the game to help mitigators determine
effective response strategies given their resource constraints.

Future work includes extending the framework with more
sophisticated strategies and better estimation of the effective-
ness of the content available to agents [Bhardwaj et al., 2021;
Fang et al., 2018; Cheng and Friedman, 2006; Boucher et al.,
2023; Leontiadis et al., 2014; Flores-Saviaga et al., 2022].
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