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Abstract
Human input plays a critical role in modern AI
systems. As machines take on increasingly nu-
anced tasks, it becomes essential for the community
to embrace subjectivity and diverse perspectives.
However, research on sensitive topics often fails to
incorporate diverse and balanced perspectives. This
paper makes a key contribution to participatory AI
design in the context of conflicts between nuclear
adversaries (India and Pakistan); where disagree-
ment between stakeholders is anticipated. The pa-
per explores the notion of hope speech detection –
detecting de-escalating content in the context of nu-
clear adversaries on the brink of war – through the
lens of participatory AI design and vicarious inter-
actions. We release a dataset of 10,081 social web
posts annotated by raters from India and Pakistan
and examine the bipartisan nature of the language
of de-escalation. Our study reveals that vicarious
perspectives can be useful for modeling out-group
preferences.

1 Introduction
From traditional supervised machine learning solu-
tions [Mitchell, 1997] to recent RLHF frameworks [Ouyang
et al., 2022], human input plays a critical role in most
AI systems. However, human disagreement in annotation
has long been treated as a by-product of poor anno-
tation study design or human errors while annotating
that need to be “corrected” [Pavlick and Kwiatkowski,
2019]. As growing literature suggests that many tasks
may not have a single ground truth [Plank, 2022] and
label variations may stem from multiple plausible an-
swers or innate subjectivity [Passonneau et al., 2012;
Pavlick and Kwiatkowski, 2019; Nie et al., 2020;
Jiang and Marneffe, 2022; Deng et al., 2023], human-
centered AI faces a moment of reckoning with human
subjectivity.

While recent studies acknowledge that rater subjectivity
can stem from political leanings [Sap et al., 2022; Weera-
sooriya et al., 2023] or other demographic factors [Pei and
Jurgens, 2023], very few annotation studies incorporate par-
ticipatory designs [Harrington et al., 2019] and seek balanced

representation among annotators. For instance, barring a few
studies in the literature (e.g., [Johnson and Goldwasser, 2018;
Weerasooriya et al., 2023]), most datasets on US political
discourse lack balanced participation from liberals and con-
servatives. Such balance could be critical for certain sensi-
tive and important tasks such as conflict resolution and peace
negotiations. This paper1 examines a highly sensitive task
where ignoring any stakeholders may result in a seriously
limited AI system: the detection of de-escalating social web
posts in the context of nuclear adversaries on the brink of war.

Palakodety et al. [2020a] posited that when nuclear adver-
saries are on the brink of war, detecting and surfacing peace-
seeking, hostility-diffusing social media content may have
societal benefits. To this end, as a part of the broader liter-
ature on counter speech [Benesch et al., 2016], Palakodety
et al. [2020a] introduced hope speech as de-escalating so-
cial media content during near-conflict scenarios. The au-
thors curated a hope speech dataset of 10,081 YouTube com-
ments annotated by expert social scientists in the context of
the 2019 Pulwama conflict between India and Pakistan and
demonstrated reliable in-the-wild performance. With a view
toward human-centered AI, including diverse and balanced
perspectives, we seek to investigate the following.

RQ1: How aligned are Indian and Pakistani raters on
what is de-escalating? Is it possible that annotators from
these two countries have irreconcilable differences in what
they evaluate as de-escalating? India and Pakistan are nuclear
adversaries and have a shared history of decades of unrest and
four major wars [Malik, 2002; Schofield, 2010; Bose, 2009;
Staniland, 2013]. A recent study reported a grim forecast
of 100 million deaths should there be a full-fledged war be-
tween these two nuclear powers [Toon et al., 2019]. Human-
centered AI research will benefit from balanced participation
from key stakeholders on sensitive tasks. Our paper marks
an attempt towards that. We conduct a large-scale annotation
study both in Pakistan and India to examine bipartisanship
in the language of de-escalation. To our knowledge, no such
study exists let alone on a sensitive and important task as de-
tecting hope speech.

RQ2: How well does a Pakistani (Indian) rater predict if
a social media post will be deemed as de-escalating by an
Indian (a Pakistani) rater? In our bid to understand biparti-

1This paper contains sensitive content.
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sanship in the language of de-escalation, we incorporate vi-
carious interactions in our annotation framework. Recently
proposed in Weerasooriya et al. [2023] in the context of of-
fensive language in the US political discourse, vicarious in-
teractions measure a rater’s ability to represent the values and
opinions of those with different perspectives.

Our contributions are the following.
• Framework: We present a novel lens to examine biparti-
sanship in annotating de-escalating data leveraging vicarious
interactions, integrating human-centered AI. In light of social
media’s growing significance in understanding and analyzing
modern conflicts [Zeitzoff, 2017], and considering that we are
currently amid two significant ongoing wars [Samuel, 2023;
D’Anieri, 2023], our study contributes to the timely and im-
portant topic of bipartisanship in de-escalation.
• Social: To our knowledge, this study marks the first attempt
to investigate bipartisanship in identifying de-escalating con-
tent in the context of nuclear adversaries on the brink of war.
With a view towards human-centered AI incorporating di-
verse and balanced perspectives, beyond conducting perhaps
the first large-scale annotation study involving more than a
thousand Indian and Pakistani raters, our study also involves
researchers from both countries.
•Resource: We present a dataset 2 of 10,081 social web posts
(YouTube comments) annotated by 1,639 unique Indian and
1,687 Pakistani raters both for first-person and vicarious per-
spectives on de-escalation. Each comment is annotated by
five Indian and five Pakistani raters. While the web manifes-
tation of modern conflict is an important domain to study, ex-
isting supervised solutions have yet to incorporate a balanced
and diverse perspective by involving major stakeholders at the
table. Our study addresses this gap in the literature.

2 Background
2.1 2019 India-Pakistan Pulwama Conflict
India and Pakistan are nuclear adversaries with four major
wars and many skirmishes to date. Kashmir has been a
key factor in this continued unrest for decades [Malik, 2002;
Schofield, 2010; Bose, 2009; Staniland, 2013]. Overall, an
estimated 27,650 soldiers were killed and thousands wounded
in these four wars. The 1971 war was the goriest (11,000
killed from both sides) which resulted in the largest number
of prisoners of war (90,000 POWs) since the Second World
War [Ali, 1983].

The most recent near-conflict situation arose following a
terrorist attack in Pulwama, India that claimed the lives of
40 Indian Central Reserve Police Force (CRPF) personnel.
This incident followed sharp diplomatic escalations and In-
dia reported a major airstrike inside Pakistan’s territory (Bal-
akot) and the Pakistani military captured an Indian fighter pi-
lot (Abhinandan Varthaman). When the two countries came
precariously close to declaring a full-fledged war, the then
Pakistani Prime Minister Imran Khan agreed to release the
captured Indian fighter pilot as a gesture of peace.

The social web manifestation of this conflict has been stud-
ied by Tyagi et al. [2020] (Twitter) and Palakodety et al.

2The dataset is available at https://github.com/ArkaDutta-007/
Vicarious-Hope-Speech.

[2020a] (YouTube). Tyagi et al. [2020] looked at the net-
work polarization while Palakodety et al. [2020a] analyzed
the discourse through the lens of hope speech described next.

2.2 Hope Speech Detection
To study annotation subjectivity and bipartisanship in high-
stakes scenarios, we focus on the prediction task of hope
speech detection, first proposed in Palakodety et al. [2020a]
in the context of online discussions relevant to the 2019 India-
Pakistan conflict. Aimed at diffusing hostility, a hope speech
classifier is a nuanced classifier (Palakodety et al. [2020a]
contain operationalizing definition with illustrative examples)
to detect content that contains a unifying message focusing
on the war’s futility, the importance of peace, and the human
and economic costs involved, or expresses criticism of either
the author’s own nation’s entities or policies, or the actions or
entities of the two involved countries.

This line of work initiated follow-on research focusing
on multilinguality [KhudaBukhsh et al., 2020; Hande et al.,
2021] and broader definitions of hope speech [PK et al., 2021;
Palakodety et al., 2020b; Yoo et al., 2021]. For instance,
Chakravarthi and Muralidharan [2021] expanded this term
to a broader scope of speech championing equality, diver-
sity, and inclusion and help speech detection task is de-
fined in the context of detecting supportive content for dis-
enfranchised minorities [Palakodety et al., 2020b]. The task
of hope speech detection falls under the broader literature
of counter speech [Benesch, 2014; Mathew et al., 2019;
Hengle et al., 2024; Saha et al., 2022; Gupta et al., 2023].

2.3 Vicarious Interaction
Traditional hate speech literature asks raters questions about
the direct, first-person perception of offense (i.e., Do you find
this social post offensive?) (see, e.g., [Rosenthal et al., 2021;
Mathew et al., 2021]). Weerasooriya et al. [2023] recently
posed a simple yet powerful and unasked question: “Do you
think group A will find this social web post offensive?” The
authors introduced this perception of indirect offense as vi-
carious offense. This research resulted in a dataset: VOICED
consisting of 2,310 social web posts; each post is annotated
with at least six Democrats, Republicans, and Independents
per post [Weerasooriya et al., 2023].

The study revealed that what a ∈ A finds offensive and
what b ∈ B thinks A would find offensive often do not align.
The study further revealed that hot-button issues (e.g., repro-
ductive rights, gun control/rights) influenced raters’ ability to
predict vicarious offense. Also, certain annotators were bet-
ter at predicting vicarious offense than others. Follow-on re-
search along this line has investigated rater cohesion through
the lens of intersectionality [Pandita et al., 2024] and rater
consistency [Dutta et al., 2025].

In this paper, we extend the framework of vicarious offense
to de-escalation. Beyond asking a rater if they find a social
web post de-escalating, we also ask a Pakistani (Indian) rater
if they think an Indian (Pakistani) rater would find the con-
tent de-escalating. To our knowledge, vicarious interactions
have only been studied in the context of online toxicity in US
political discourse and never in the context of de-escalation.
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Our work examining the bipartisanship of de-escalating lan-
guage through the lens of vicarious interactions thus breaks
new ground.

3 Annotation Study Design
Palakodety et al. [2020a] curated a dataset of 10,081 YouTube
comments on relevant videos to study de-escalation. Each in-
stance in this dataset is labeled as hopeSpeech or notHope-
Speech. The annotation guidelines follow the detailed rubric
of hope speech described in Palakodety et al. [2020a] and the
annotations were conducted by expert social scientists.

To have a more diverse and balanced public perspective
on de-escalation, unlike Palakodety et al. [2020a], we con-
sult crowd workers from India and Pakistan. Instead of pre-
senting a complex operationalizing definition of hope speech,
we simplify the annotation task to reduce cognitive load on
them. Keeping rater instructions simple to reduce cognitive
load on the raters is a recommended practice in crowdsourc-
ing literature [Finnerty et al., 2013]. We present the raters
with a brief description of the context and instruct them to la-
bel each instance as de-escalating or Not-de-escalating. The
label de-escalating maps to hopeSpeech, and the label Not-
de-escalating maps to notHopeSpeech. Following Sap et
al. [2022] and Weerasooriya et al. [2023], we collect stan-
dard, coarse-grained demographic information related to age
and gender.

To avoid sampling bias, we re-annotate the same dataset
with raters from India and Pakistan. All of these instances
are authored in English with some degree of code switching
which is consistent with datasets from the Indian subconti-
nent [Sarkar et al., 2020a; KhudaBukhsh et al., 2020]. Our
focus on English is grounded in prior literature that indicates
that English is one of the primary languages of social web dis-
course in the Indian subcontinent [Palakodety et al., 2020a;
Sarkar et al., 2020b; Chandra et al., 2021].

In what follows, we describe some of the key choices we
made for our annotation study.

Crowdsourcing Platform
Very few crowdsourcing platforms host participants from
both countries. We found Clickworker to be one such plat-
form that has a reasonable presence in both Pakistan and In-
dia. For our survey, we host the data on Qualtrics, making it
visible only to the residents of India and Pakistan.

Defining De-escalating Content

Expresses positive feelings, unity, and a desire for peace between conflicting par-
ties, fostering understanding and cooperation.

What is NOT De-escalating Content

Lacks positive feelings, impartiality, or promotes harm, contributing to tension
and hostility between conflicting parties.

Table 1: Rater instructions about de-escalating and Not-de-
escalating content.

Rater Instructions
We first present the rater a brief description of de-escalating
content as shown in Table 1. For every instance the rater an-
notates, these definitions always appear in the preamble.

A sample prompt for a given comment (⟨comment⟩) from
the Indian survey is as follows:

Q1: Assume that India and Pakistan are on the
brink of an armed conflict, and the following is a
comment on social media.
⟨comment⟩
Do you find this content de-escalating? (Refer to
the definition of de-escalating in the instructions)
Q2: Do you think a Pakistani will also find this
content de-escalating?

Following standard practice [Weerasooriya et al., 2023], a
batch consists of 30 data instances for which we ask these
two questions (first-person de-escalation, and vicarious de-
escalation). We ran an initial pilot to ensure our survey ran
smoothly.

Figure 1: Data distribution with respect to hopeSpeechScore. The
hopeSpeechScore of a given comment is the total number of raters
who label the comment as hope speech. Overall, ten raters anno-
tated each comment. A score of 10 implies all raters (across India
and Pakistan) annotated the comment as hope speech. A score of
0 implies all raters are unanimous on the comment being notHope-
Speech.

Rater Demographics
Our overall dataset consists of 10,081 instances each of which
is labeled by five Indian and Pakistani raters. Overall, this
dataset is annotated by 1,639 unique Indian raters and 1,687
unique Pakistani raters. SI contains an in-depth review of the
particulars regarding the rater demographics and rater com-
pensation.

Disagreement Resolution
Prior literature has considered diverse approaches to re-
solving inter-annotator disagreements (e.g., majority vot-
ing [Davidson et al., 2017; Wiegand et al., 2019] or third ob-
jective instance [Gao and Huang, 2017]) or post-annotation
adjudication [Breitfeller et al., 2019]). In our work, raters
are crowd workers whose identities are protected. Hence, no
follow-on adjudication step is possible. For a given country,
we consider the majority label. Since we consult five raters
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for each instance in a binary labeling task, no tie-breaking is
required.

4 Results and Discussion
4.1 RQ1: First Person De-escalation
RQ1: How well do crowd workers align with experts and
among themselves?

Tables 2 and 3 summarize our results. We observe that
both Indian and Pakistani annotators exhibit fair agreement
with expert annotation. The majority labels from India and
Pakistan also exhibit fair agreement (Cohen’s κ 0.32). Gaps
in annotation quality within experts and non-experts are well-
documented in the literature [Hsueh et al., 2009]. Hence,
our observed disagreement among experts and crowd work-
ers has precedence. Also, grounded in prior literature on effi-
cient crowdsource task design [Finnerty et al., 2013], we use
a simplified definition of de-escalating and not-de-escalating
content in our annotation study to reduce the cognitive load
on the raters. This could account for some of the discrepan-
cies between expert and non-expert annotations. That said,
considering our task is subjective (and perhaps sensitive and
contentious), our observed agreement is not out of line as re-
ported in the literature as substantiated in what follows.

Demszky et al. [2020] released a dataset of 58K Reddit
comments with fine-grained emotions categories. All raters
in this study were from India. The observed Cohen’s κ across
the 27 emotion categories was 0.29 ± 0.14, a value compara-
ble to the agreement (0.32) in our study. On a stance mining
task, Khorramrouz et al. [2023] reported Cohen’s κ ranging
from 0.41 to 0.52. On a misogyny annotation task conducted
by expert annotators, Guest et al. [2021] reported Fleiss’ κ of
0.48. Sanguinetti et al. [2018] report category-wise κ = 0.37
for offence and κ = 0.54 for hate. Finally, our observed
inter-country agreement is higher than Gomez et al. [2020]
(κ = 0.15) and Fortuna and Nunes [2018] (κ = 0.17).

Let the hopeSpeechScore of a given comment be the to-
tal number of raters who label the comment as hope speech.
Overall, 10 raters annotated each comment. A score of ten
implies all raters (across India and Pakistan) unanimously
annotated the comment as hope speech. A score of zero im-
plies all raters are unanimous on the comment being notHope-
Speech. Figure 1 presents the distribution of hopeSpeech-
Score across our dataset. While many comments received
a score between four to six indicating substantial disagree-
ment, we also observe that 16.29% of the dataset had near-
consensus labels (at least nine out of ten raters from both
countries agreed on the label). This result underscores that
bipartisanship exists; despite the palpable differences among
the countries’ political views and international policies, a sub-
stantial chunk of the dataset received near-consensus labels.

What makes a social web post contested across the two
countries’ raters? We first construct a subset, Dunanimous with
comments with hopeSpeechScore 0, 1, 9, and 10 (1,642 in-
stances) showing near-unanimous agreement. Next, we con-
struct a subset, Dcontested, consisting of comments where both
Indian and Pakistani raters are almost unanimous (four or
more raters from one country), but with opposing labels (479
instances). These are comments that one country’s raters

strongly believe are de-escalating (or not de-escalating) while
the other country’s raters strongly disagree. For Dunanimous
and Dcontested, we compute the respective unigram distribu-
tions Punanimous and Pcontested. Next, for each token t, we com-
pute the scores Punanimous(t)−Pcontested(t), and Pcontested(t)−
Punanimous(t) and obtain the top tokens ranked by these scores
(indicating increased usage in the respective sub-corpus). Ta-
ble 4 lists the top tokens present in each sub-corpus. Man-
ual inspection reveals that content that both countries unan-
imously agree on is of unequivocal calls for peace or con-
tains dangerous speech. Table 5 lists a few illustrative ex-
amples with near-unanimous agreement among Pakistani and
Indian raters. In contrast, strongly disagreed instances exhib-
ited allegiance to the individual country’s army and calls for
revenge. Table 6 lists a few illustrative examples.

4.2 RQ2: Vicarious interactions
RQ 2: How well does a Pakistani (an Indian) rater predict
if a social media post will be deemed as de-escalating by an
Indian (a Pakistani) rater? Table 7 summarizes the vicar-
ious de-escalation prediction of Indian and Pakistani raters.
Recall that, for a given comment d, in this task, raters pre-
dict whether someone from the other country would clas-
sify d as hope speech. This study examines how well raters
anticipate out-group hope speech labels. Now, we have in-
formation about say, what Pakistanis believe Indians find as
de-escalating. By comparing this with first-person perspec-
tives, we assess how well raters understand their nuclear ad-
versary’s viewpoint. Our results indicate that Indian and Pak-
istani raters can represent the values and opinions of citizens
of their rival country to some extent.

4.3 Diverse Perspectives Matter
We have three sets of annotations: by experts, by Pak-
istani raters, and by Indian raters. Each of these sets are
conducted independently of each other. For a given coun-
try, individual raters annotated independently as well. Do
diverse perspectives lead towards data partitions with im-
proved agreement? Prior literature has shown that select-
ing a subset of the dataset with a higher annotator agreement
can help in modeling tasks [Jiang and de Marneffe, 2019b;
Jiang and de Marneffe, 2019a]. In what follows, we demon-
strate that conditioning the data on majority consensus among
Indian and Pakistani raters creates a data partition with sub-
stantially improved agreement.

Let Pakmaj(d) returns the label of document d obtained
through majority vote among the Pakistani raters. Simi-
larly, let Indmaj(d) returns the label of document d obtained
through majority vote among the Indian raters. We define
Dconsensus ⊆ Dhope as the set of documents where these two la-
bels agree, i.e., d ∈ Dhope and Pakmaj(d) = Indmaj(d). We fur-
ther define, Dsubjective ⊆ Dhope as the set of documents where
these two labels disagree, i.e., d ∈ Dhope and Pakmaj(d) ̸=
Indmaj(d).

For all practical purposes, from the point of view of In-
dian raters (or Pakistani raters), Dconsensus is an arbitrary par-
tition of Dhope. We can only construct that if we have ac-
cess to both India and Pakistan’s perspectives. Yet, when we
recompute the agreement of vicarious de-escalation only on
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Pak
hopeSpeech notHopeSpeech

Experts hopeSpeech 81.30% 18.70%
notHopeSpeech 32.87% 67.13%

(a) Cohen’s κ is 0.37

Ind
hopeSpeech notHopeSpeech

Experts hopeSpeech 87.17% 12.83%
notHopeSpeech 37.16% 62.84%

(b) Cohen’s κ is 0.37

Table 2: Confusion matrices between expert annotators and crowd workers from Pakistan (Table 2a) and India (Table 2b). Expert annotations
are obtained from Palakodety et al. [2020a]. Each instance is annotated by five raters from India and five raters from Pakistan. For each
country and a given instance, we use a majority vote to aggregate individual rater’s verdicts.

Ind
hopeSpeech notHopeSpeech

Pak hopeSpeech 63.37% 36.63%
notHopeSpeech 26.06% 73.94%

Cohen’s κ is 0.37

Table 3: Confusion matrices between crowd workers. Each instance
is annotated by five raters from India and five raters from Pakistan.
For each country and a given instance, we use a majority vote to
aggregate individual rater’s verdicts.

More presence in Dunanimous More presence in Dcontested
war, peace, pakistan, india,
love, want, people, country,
army, good, like, just, hate,
hope, media, stop, solution,
think, attack, respect

india, love, want, jai, pakistan,
nuclear, hind, bharat, hero,
good, army, weapons, abhinandan,
think, years, respect, israel,
brothers, right, peace, support

Table 4: Words with higher presence in Dunanimous (left) and Dcontested

(right).

Dconsensus (shown in Table 8), we observe dramatic improve-
ment in agreement. We hypothesize that there perhaps ex-
ists a bipartisan and more objective notion of de-escalation.
Solely from annotation results by Indian raters (or Pakistani
raters) it is impossible to estimate this bipartisan data parti-
tion. However, within this bipartisan data, both Indian and
Pakistani raters exhibit substantially better ability to predict
vicarious de-escalation. Not only that, the agreement score
with expert annotations also improves (shown in Table 9) on
this partition of the data.

We hypothesize that Dconsensus, where Indian and Pakistani
majority labels agree, contains more objective instances,
while Dsubjective consists of cases where majority labels di-
verge. This divergence may stem from either (1) inherent sub-
jectivity, making annotation difficult regardless of nationality,
or (2) fundamentally opposing views between the two groups.

Word Example text and labels
war Text: If war starts both countries have to face economic crisis

and common public will face problems
Label: hopeSpeech (Pak); hopeSpeech (Ind)
Text: No war my dear countrymen. We want peace, peace, and
peace.
Label: hopeSpeech (Pakistan); hopeSpeech (India)

solution Text: We must have a peaceful solution Or else condition will be
critical. War isn’t a long term solution.
Label: hopeSpeech (Pakistan); hopeSpeech (India)
Text: One solution, let’s NUKE Pakistan and Mullahs all over the
world.
Label: notHopeSpeech (Pakistan); notHopeSpeech (India)

Table 5: Illustrative example comments from Dunanimous with words
that have more presence in Dunanimous as listed in Table 4.

Word Example text and labels
jai (loosely trans-
lates to hail)

Text: All the best IAF.. destroy the enemy kill like anything in Pak-
istan at terror camps,etc., Leaving to you. Vandemathram vande-
matram jai hind jai hind.
Label: notHopeSpeech (Pakistan); hopeSpeech (India)

revenge Text: India will take revenge for this just wait and watch.
Label: notHopeSpeech (Pakistan); hopeSpeech (India)

hero Text: Salute to all our great brave martyrs of pulwama...u r our
real heros..
Label: notHopeSpeech (Pakistan); hopeSpeech (India)

army Text: Yes true God is with Pakistan army...the right people.
Label: hopeSpeech (Pakistan); notHopeSpeech (India)

Table 6: Illustrative example comments from Dcontested with words
that have more presence in Dcontested as listed in Table 4.

Figure 2 supports the former, showing that Dsubjective has con-
siderably fewer unanimous in-group labels than Dconsensus. In
what follows, we present a modeling experiment that shows
that models trained on a specific country’s perspective per-
form substantially poorly in the test data that overlaps with
Dsubjective. This result indicates that it is perhaps the former
– data instances in Dsubjective are innately subjective and chal-
lenging to annotate regardless of nationality.

Figure 2: In-group unanimous agreement in Dconsensus and Dsubjective

for India and Pakistan.

In supervised learning settings, do data instances from
Dsubjective and Dconsensus behave differently? To answer this
question, we train models solely on Indian (MInd) and Pak-
istani (MPak) majority labels. We create random 80:20 splits
of Dsubjective (Dtrain

subjective and Dtest
subjective) and Dconsensus (Dtrain

consensus
and Dtest

consensus) and construct train and test set with a propor-
tional presence of Dsubjective and Dconsensus. The train sets are
further split into 90:10 for training and validation. We next
fine-tune a high-performance LLM Mistral 7B [Jiang and
others, 2023] and evaluate on the test which is essentially
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Pak
hopeSpeech notHopeSpeech

PakInd hopeSpeech 83.43% 16.57%
notHopeSpeech 46.52% 53.48%

(a) Cohen’s κ is 0.38

Ind
hopeSpeech notHopeSpeech

IndPak hopeSpeech 80.81% 19.19%
notHopeSpeech 45.30% 54.70%

(b) Cohen’s κ is 0.36

Table 7: Confusion matrices between crowd workers on the vicarious perception of de-escalation computed on Dhope. Each instance is
annotated by five raters from India and five raters from Pakistan. For each country and a given instance, we use a majority vote to aggregate
individual rater’s verdicts. PakInd represents vicarious de-escalation labels predicted by Indian raters for Pakistanis. IndPak represents vicarious
de-escalation labels predicted by Pakistani raters for Indians.

Pak
hopeSpeech notHopeSpeech

PakInd hopeSpeech 68.49% 31.51%
notHopeSpeech 6.68% 93.32%

(a) Cohen’s κ is 0.63

Ind
hopeSpeech notHopeSpeech

IndPak hopeSpeech 72.74% 27.26%
notHopeSpeech 9.81% 90.19%

(b) Cohen’s κ is 0.64

Table 8: Confusion matrices between crowd workers on the vicarious perception of de-escalation computed on Dconsensus. This result demon-
strates a substantial increase in agreement as compared to Table 7. PakInd represents vicarious de-escalation labels predicted by Indian raters

for Pakistanis. IndPak represents vicarious de-escalation labels predicted by Pakistani raters for Indians.

Crowd workers
hopeSpeech notHopeSpeech

Experts hopeSpeech 97.47% 2.53%
notHopeSpeech 44.74% 55.26%

Cohen’s κ is 0.55

Table 9: Confusion matrices between expert annotators and crowd
workers from on Dconsensus. Expert annotations are obtained from
Palakodety et al. [2020a]. This result demonstrates a substantial
increase in agreement as compared to Table 2.

Dtest
consensus ∪ Dtest

subjective.The test set is essentially Dtest
consensus ∪

Dtest
subjective.
Table 10 summarizes our results. Our results indicate that

even when a model is trained on data from a specific country’s
perspective and is tested on data labeled from the same coun-
try’s perspective, struggles to correctly classify Dtest

subjective.
Note that, estimating Dsubjective is only possible if we consider
diverse perspectives. Hence, our results indicate that consen-
sus labels from both countries lead to data partitions that are
objective and more learnable.

Model Test Set Accuracy F1 Score

MInd
Dtest

consensus 0.87 ± 0.02 0.81 ± 0.03
Dtest

subjective 0.55 ± 0.04 0.53 ± 0.07

MPak
Dtest

consensus 0.88 ± 0.01 0.83 ± 0.01
Dtest

subjective 0.44 ± 0.02 0.43 ± 0.03

Table 10: Performance metrics of the fine-tuned Mistral 7B
model. MInd is trained on majority labels from Indian raters. MPak

is trained on majority labels from Pakistani raters. Each experiment
is run on five random 80:20 splits of test-train data.

4.4 Modeling Out-group Preferences
Our final set of experiments investigate in-the-wild perfor-
mance of models trained on our dataset. Grounded in behav-
ioral economics [Kahneman et al., 2021], noise audit mea-

sures outcome variability across multiple decision systems.
In the web-toxicity literature, a resource bottleneck for in-the-
wild assessment of offensive speech classifiers was the lack
of large-scale annotated datasets. Weerasooriya et al. [2023]
demonstrated that this requirement can be bypassed by con-
ducting a noise audit on a large pool of unlabeled data. The
intuition is that we do not need to know the ground truth to
study outcome variability. Weerasooriya et al. [2023] trained
a large number of content classifiers and ran inference on a
vast pool of unlabeled instances and studied the disagree-
ment across different content classifiers. In a similar vein,
we conduct a noise audit between four models: one trained
on Indian labels, one trained on Pakistani labels, and two
others trained on labels from vicarious perspectives of In-
dia and Pakistan. We train four models: MInd; Mvicarious

Ind ;
MPak; and Mvicarious

Pak . MInd and Mvicarious
Ind are trained on

the original Indian labels and the Indian labels provided by
Pakistani annotators through the vicarious perspective, re-
spectively. Similarly, MPak and Mvicarious

Pak are trained on
the original Pakistani labels and Pakistani labels provided by
Indian annotators through the vicarious perspective, respec-
tively. These models are then evaluated on an unlabeled pool
of 10,000 instances. We use Mistral 7B-v0.3 for fine-
tuning and inference.

Table 11 summarizes our results. We observe that the in-
the-wild agreement across models trained on raters from one
country and its vicarious perspective from the other coun-
try (i.e., ⟨MInd,Mvicarious

Ind ⟩ or ⟨MPak,Mvicarious
Pak ⟩) is greater

than the agreement across models trained on annotations pro-
vided by raters from different countries. This result under-
scores that the differences in annotation across raters from
different countries get carried forward to models trained on
them. Furthermore, the high agreement between MInd and
Mvicarious

Ind (0.83) and between MPak and Mvicarious
Pak (0.91)

highlights the potential of leveraging vicarious perspectives
as a reliable proxy for missing annotations when raters can
represent the values of opinions of the out-group. When the
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MInd Mvicarious
Ind MPak Mvicarious

Pak

MInd - 0.834 0.733 0.716
Mvicarious

Ind 0.834 - 0.767 0.754
MPak 0.733 0.767 - 0.906

Mvicarious
Pak 0.716 0.754 0.906 -

Table 11: In-the-wild Cohen’s κ agreement of models trained on
original and vicarious perspective annotations provided by raters
from different countries. A cell, ⟨i, j⟩, represents the Cohen’s κ
observed between Mi and Mj inferences run on an unlabeled
pool of 10,000 instances. This result indicates that models trained
on a given country’s raters’ first-person perception of de-escalation
closely mimics models trained on the opposite country’s raters’ vi-
carious perception of de-escalation.

entities involved (e.g., raters from different countries) share
cultural, linguistic, or contextual similarities, their vicarious
perspectives capture inherent patterns of judgment and rea-
soning that align closely with direct annotations. This align-
ment demonstrates that models trained on vicarious annota-
tions (e.g., Mvicarious

Ind or Mvicarious
Pak ) are effective at approx-

imating models trained on direct annotations (e.g., MInd or
MPak), providing valuable insights. We finally conclude on a
positive note with Table 12 that lists in-the-wild hope speech
instances where all four models, both trained on first-person
perception on de-escalation and vicarious perception on de-
escalation, agree on.

Pakistan and India should have war against terrorism sort out kashmir
problem otherwise the humanity will suffer and i love India and i from
Pakistan
WAR BRINGS MUTUAL DISTRUCTION...OUR COUNTRY DONT HAVE
WELL ESTABLISHED AIR DEFENSE SYSTEM....PLZ DONT FORGET
IF WE GO FOR WAR YOUR FUTURE GENERATION WILL BE HAM-
PERED AND DEVELOPMENT WILL SLOW DOWN...AND ONE IM-
PORTANT THING YOUR TARGET IS TERRORISM...AND NOT THE
INNOCENT CHILDREN OF PAKISTAN...WE DONT GET ANYTHING
BY KILLING THOSE WOMEN AND CHILDREN WHO ARE INNO-
CENT ,,,,MATURE BRO....WE SHOULD MAKE PAKISTAN TO WORK
AGAINST TERRORISM...
am neither Pakistani and neither Indian but I have spend time in both coun-
tries and I have friends in both countries. I definitely don’t want war in
both these beautiful countries with beautiful cultures. I respect both Imran
khan and Sidhu for what they is doing to patch this senseless tiff between
India and Pakistan that has been dragging down both these nations for far
too long

Table 12: Random in-the-wild hope speech instances where all four
models (MInd, Mvicarious

Ind , MPak, and Mvicarious
Pak ) have consensus.

5 Discussions
We present a novel dataset on de-escalation amidst near-
conflict scenarios with balanced participation from Indian and
Pakistani raters. To our knowledge, this is the first anno-
tation study of web-manifestation of de-escalation between
nuclear adversaries conducted at a scale involving more than
1,000 raters from both countries (India and Pakistan). Our
annotation study indicates that despite differences in politi-
cal views and international policy, Indian and Pakistani raters
show considerable bipartisanship in their perception of de-
escalation, both first-person and vicarious. Our study fur-
ther reveals that including diverse perspectives may aid in

identifying a subset of data that is more objective and learn-
able. Finally, our experiments reveal that vicarious inter-
actions could provide a viable path to train models empa-
thetic to out-group values. Given social media’s increasingly
important role in understanding and analyzing modern con-
flicts [Zeitzoff, 2017], and that we are in the midst of two
major ongoing wars, our study contributes to the timely and
important topic of bipartisanship in de-escalation.

6 Limitations
Our study has the following limitations.
• More raters per instance: India is a large country with
considerable cultural variation. Intra-country diversity of this
proportion can hardly be captured within five annotators per
instance. We hope our released dataset will open the gates
for similar annotation studies on a larger scale. Also, in this
study, we have not asked about raters’ political positions.
Prior literature indicates that raters’ political leanings are as-
sociated with how they annotate offensive content [Sap et al.,
2022; Weerasooriya et al., 2023]. We believe our research
will open the gates for similar studies investigating the asso-
ciation of political leanings and hope speech annotation.
• Demographic biases: We observe that our study partici-
pants are predominantly young. It is unclear if this bias is due
to the platform or the nature and requirements of our task. In-
dia and Pakistan have witnessed painful partitions and multi-
ple wars with the goriest one happening in 1971. The sense of
loss could be different among older people. Also, the current
study has a skewed gender distribution. Studying intersec-
tionality in datasets along diverse demographic factors and
connecting that with the perceptions of de-escalation, both
first-person and vicarious, can be a meaningful follow-on re-
search direction.
• The voice of the expatriates: Both India and Pakistan
have a strong diaspora presence in several other countries,
particularly in the UK. Studying if continued exposure to a
shared culture influences raters’ ability to predict vicarious
de-escalation could be interesting follow-on research.
• Beyond English: Future studies can move beyond social
web expressions authored in English (e.g., in Hindi and Urdu)
lending linguistic diversity to analyses.

Ethical Statement
We follow the widely accepted social media research ethics
policies that allow researchers to use user data without ex-
plicit consent if anonymity is protected [Benton et al., 2017].
Due to the subjective nature of the annotation, we expect
some biases in the distribution of labels. Hence, any biases
that may be found there are unintentional. Also, we do not
collect any personally identifiable information from the anno-
tators. Content moderation can be potentially gruesome and
affect the mental health of the moderators [Solon, 2017]. We
maintain a small batch size (30 YouTube comments). The an-
notated data we release include de-identified publicly avail-
able posts, where users understand public access and there
is no expectation of privacy. Hence, we see no major ethi-
cal concern. We rather believe that this dataset will open the
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gates for further research in the domain of web manifestation
of modern conflicts.
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