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Abstract

Neurosymbolic Al combines neural network adapt-
ability with symbolic reasoning, promising an ap-
proach to address the complex regulatory, opera-
tional, and safety challenges in Advanced Air Mo-
bility (AAM). This survey reviews its applications
across key AAM domains such as demand fore-
casting, aircraft design, and real-time air traffic
management. Our analysis reveals a fragmented
research landscape where methodologies, includ-
ing Neurosymbolic Reinforcement Learning, have
shown potential for dynamic optimization but still
face hurdles in scalability, robustness, and com-
pliance with aviation standards. We classify cur-
rent advancements, present relevant case studies,
and outline future research directions aimed at in-
tegrating these approaches into reliable, transparent
AAM systems. By linking advanced Al techniques
with AAM’s operational demands, this work pro-
vides a concise roadmap for researchers and practi-
tioners developing next-generation air mobility so-
lutions.

1 Introduction

Artificial Intelligence (AI) has undergone significant devel-
opment, marked by a ”Cold War” between symbolic and neu-
ral approaches. The symbolic approach dominated the early
stages of Al research, but in recent years, neural models have
gained prominence. Both approaches face distinct challenges,
and this has paved the way for the emergence of the third
wave of AI, known as Neurosymbolic Al [Garcez and Lamb,
2023]. Neurosymbolic Al combines the learning capabili-
ties of neural models with the reasoning abilities of symbolic
models. Simultaneously, the aviation and transportation in-
dustries are experiencing a transformative shift with the ad-
vent of Advanced Air Mobility (AAM). AAM envisions a
future where air transportation is seamlessly integrated into
everyday life, enabling efficient, safe, and sustainable move-
ment of people and goods. This vision is being realized
through technological advancements in electric propulsion,
automation, and materials science, fostering the development
of innovative aircraft such as electric vertical take-off and
landing (eVTOL) vehicles [Johnson and Silva, 2022].

AAM faces several obstacles like regulatory complex-
ity, the need for safe and explainable automated decision-
making, and the integration of heterogeneous data from de-
mand forecasting, infrastructure constraints, weather, and
traffic conditions[Cohen and Shaheen, 2024]. Neurosymbolic
Al offers a promising solution by combining the pattern-
recognition power of neural networks with the rule-based
logic of symbolic systems, allowing for a more interpretable,
high-level reasoning framework that can encode safety proto-
cols, regulatory constraints, and domain-specific knowledge.
As aresult, decisions made by Neurosymbolic Al are not only
data-informed but also grounded in explicit safety require-
ments and operational guidelines critical for fostering growth
in AAM by improving trust, compliance, and the overall reli-
ability of autonomous aerial operations.

Neurosymbolic Al offers significant potential for AAM by
combining neural learning from large, heterogeneous datasets
(e.g., sensor streams, flight trajectories, air traffic patterns)
with symbolic reasoning that enforces regulatory and safety
constraints. This dual approach supports both Urban Air Mo-
bility (UAM) and Regional Air Mobility (RAM) by ensur-
ing models not only adapt to complex, real-time data but
also adhere to airspace rules, vehicle performance limits, and
scheduling constraints. In particular, Neurosymbolic Rein-
forcement Learning [Acharya er al., 2023] can optimize flight
paths, manage dynamic air traffic, and coordinate ground in-
frastructure in real time, balancing efficiency with safety and
noise reduction. Embedding domain knowledge into the sym-
bolic layer alongside adaptive neural policies allows contin-
uous strategy refinement in AAM systems. However, devel-
oping robust Neurosymbolic architectures for challenges like
multi-vehicle coordination, real-time constraint satisfaction,
and large-scale deployment remains an open research area.
This article categorizes key research domains essential for ad-
vancing AAM from engineering design and electrification to
demand modeling, autonomy, cybersecurity, and public ac-
ceptance and outlines how Neurosymbolic Al can be applied
across these areas, along with potential case studies and asso-
ciated risks.

While surveying existing literature, we observed no com-
prehensive review on the integration of Neurosymbolic Al
within AAM. Prior studies have focused on isolated top-
ics, demand modeling [Long et al., 2023], aircraft design
[Kiesewetter et al., 20231, electrification [Dorn-Gomba et al.,
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Figure 1: General interactions between symbolic and connectionist
frameworks in Neurosymbolic Al

20201, and safety [Yoo et al., 2022], but none have explored
how Neurosymbolic Al can accelerate and enhance research
across all AAM domains. This survey paper is the first to pro-
vide a detailed analysis of ongoing research efforts in AAM
and to propose ways Neurosymbolic Al can drive advance-
ments in this field.

2 Background

2.1 Neurosymbolic AI

Neurosymbolic Al represents a hybrid approach that inte-
grates neural networks’ learning capabilities with symbolic
Al’s structured reasoning, overcoming the limitations of both
paradigms. Symbolic Al, dominant from the 1950s to the
1980s, offers explainable reasoning and structured knowl-
edge representation, but it requires extensive manual rule def-
initions [Mao et al., 2019]. In contrast, connectionist Al,
or deep learning, enables data-driven pattern recognition but
suffers from black-box decision-making and interpretability
challenges [Acharya er al., 2023]. Neurosymbolic Al lever-
ages the strengths of both by enabling efficient knowledge
extraction and conceptual reasoning, requiring less training
data while maintaining transparency and adaptability in un-
certain environments [Garcez and Lamb, 2023]. Due to these
advantages, Neurosymbolic Al is often regarded as the third
wave of Al, capable of achieving error correction, enhanced
explainability, and logical inference beyond deep learning
alone. Figure 1 depicts the general interaction between the
symbolic and connectionist frameworks in Neurosymbolic
Al

Several taxonomies have been proposed to classify Neu-
rosymbolic Al systems. Henry Kautz proposed a classifica-
tion system based on six distinctive categories [Kautz, 2022].
More recently, a survey categorized Neurosymbolic Al based
on efficiency, generalization, and interpretability, leading to
three primary approaches: learning for reasoning, reasoning
for learning, and learning-reasoning [Yu et al., 2023]. Learn-
ing for reasoning uses neural networks to enhance symbolic
reasoning, reasoning for learning incorporates symbolic logic
to refine neural learning processes, and learning-reasoning
represents a fully integrated system where both paradigms in-
fluence each other dynamically. These frameworks provide a

comprehensive approach to structuring Neurosymbolic Al for
robust, explainable decision-making in various domains.

Neurosymbolic Al has broad applications, particularly in
intelligent transportation systems (ITS) and AAM. In ITS,
Neurosymbolic Al enables real-time sensor integration with
pre-defined traffic rules, ensuring adaptive yet regulatory-
compliant Al-driven transportation solutions [Garcez and
Lamb, 2023]. This improves traffic condition prediction,
autonomous vehicle safety, and public transit optimization.
Similarly, in AAM and UAM, Neurosymbolic Al enhances
decision-making, safety, and airspace management. It aids
Unmanned Aircraft Systems (UAS) in navigating complex
environments by incorporating expert-defined flight safety
rules and predictive modeling [Gilpin and Ilievski, 2021]. By
fusing symbolic reasoning with deep learning, Neurosym-
bolic Al improves reliability, demand forecasting, and au-
tonomous decision-making in emerging aviation technolo-
gies, ensuring intelligent, safe, and interpretable air mobility
operations [Kohaut er al., 2024].

2.2 Advanced Air Mobility

AAM represents a paradigm shift in transportation, promising
to revolutionize the movement of people and goods, particu-
larly in urban and regional environments. This transformative
vision encompasses a diverse array of applications, extend-
ing beyond the initial concept of air taxis to include UAM,
cargo delivery, emergency medical services, and various other
aerial missions [Goyal and Cohen, 2022]. Figure 2 provides
the overview of technologies in advancement of AAM along
with the applications areas.

Technological Advancements Driving AAM

Electric Vertical Take-Off and Landing Aircraft eVTOL
aircraft are at the heart of the AAM revolution. Their electric
propulsion systems offer several compelling advantages over
traditional helicopters and airplanes. These include reduced
noise pollution, significantly lower emissions contributing to
amore sustainable transportation system, and the potential for
autonomous operation [Long et al., 2023]. The reduced noise
footprint is particularly important for urban environments,
where noise pollution is a major concern [Rizzi and Scata Jr,
2022]. However, substantial challenges remain in develop-
ing batteries with sufficient energy density and range to sup-
port commercially viable flight times and distances. Ensur-
ing the safety and reliability of battery technology, includ-
ing addressing potential failure modes and mitigating risks, is
also crucial. Extensive research is underway to address these
technological hurdles, focusing on improvements in battery
technology, electric motor design, and overall aircraft design
optimization [Barrera er al., 2022].

Autonomous Flight and Traffic Management The safe
and reliable integration of numerous autonomous aircraft into
existing airspace demands the development of sophisticated
Unmanned Traffic Management (UTM) systems [Namuduri,
2023]. These systems are crucial for managing air traffic flow,
preventing mid-air collisions, and ensuring compliance with
safety regulations. Research is actively exploring various ap-
proaches to UTM, including centralized and decentralized ar-
chitectures. Centralized systems offer a more controlled ap-
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proach to managing air traffic, while decentralized systems
offer greater resilience and scalability. The choice between
these architectures involves trade-offs between control and
resilience, and the optimal approach may vary depending on
the specific operational context [Murga er al., 2024]. The in-
tegration of machine learning techniques is being explored
to improve the efficiency and adaptability of UTM systems
[Deniz et al., 2024]. Furthermore, the development of ad-
vanced sensor technologies, such as lidar and radar, is crucial
for enhancing the situational awareness of autonomous air-
craft [Karampinis et al., 2024].

Cellular Connectivity and Communication Networks
Seamless data exchange between aircraft, ground control, and
other stakeholders is essential for real-time monitoring, traf-
fic management, and overall system safety [Do et al., 2024].
The integration of cellular networks and other communica-
tion technologies plays a pivotal role in achieving this. The
evolution of cellular technology, with 5G and the anticipated
arrival of 6G networks, is expected to significantly enhance
the capabilities of AAM communication systems. The use
of advanced beam forming techniques can improve the effi-
ciency and reliability of cellular connectivity in AAM sce-
narios. Researchers are also exploring the use of other com-
munication technologies, such as satellite communication, to
augment cellular networks and provide broader coverage [Do
et al., 2024]. Vehicle-to-vehicle (V2V) communication is es-
sential for enabling safe and efficient coordination between
aircraft [Giir ef al., 2024].

Applications and Use Cases

Urban Air Mobility UAM aims to alleviate traffic conges-
tion, reduce commute times, and improve accessibility, par-
ticularly for areas with limited ground transportation infras-
tructure [Goyal et al., 2021]. However, challenges remain in
integrating UAM into existing urban environments, manag-
ing air traffic density, and addressing public concerns about
noise and safety. UAM systems require the development of
sophisticated airspace management strategies to handle the
high density of aircraft operations. This includes defining
flight corridors, establishing separation standards, and man-
aging potential conflicts with other air traffic [Murca et al.,

2024]. The development of robust communication and navi-
gation systems is also crucial for ensuring the safety and effi-
ciency of UAM operations [Do et al., 2024]. UAM operations
need to be integrated with ground transportation systems to
provide seamless multimodal travel options. This involves
the development of vertiports and other infrastructure to fa-
cilitate the transfer between air and ground transportation.
The integration of UAM into existing urban environments re-
quires careful consideration of land use planning, community
engagement, and public acceptance.

Cargo Delivery and Logistics AAM offers significant po-
tential for improving cargo delivery and logistics, particularly
in remote or underserved areas. Drones and other AAM vehi-
cles can transport goods more efficiently and cost-effectively
than traditional ground transportation, especially in areas
with challenging terrain or limited road infrastructure. Appli-
cations include medical supplies delivery, package delivery,
and the transportation of time-sensitive goods [Dulia er al.,
2021]. The integration of AAM into existing logistics net-
works requires coordination with ground transportation and
warehousing systems [Raghunatha er al., 2023]. The use of
autonomous drones for cargo delivery can reduce labor costs
and improve efficiency. However, ensuring the safety and se-
curity of autonomous drone deliveries is a critical concern
[Giir et al., 2024].

Emergency Medical Services (EMS) eVTOL aircraft and
drones can provide rapid transport of patients to hospitals,
reducing response times and potentially improving patient
outcomes. The use of AAM in EMS also has the potential
to improve access to healthcare in underserved communities
[Bridgelall and Tolliver, 2024]. AAM based EMS systems re-
quire the integration of AAM vehicles with existing EMS in-
frastructure and protocols. The economic feasibility of AAM
based EMS depends on factors such as operating costs, pa-
tient transport times, and the potential for improved patient
outcomes. The strategic placement of vertiports near hos-
pitals and other healthcare facilities can optimize response
times and improve access to care. The development of ef-
ficient routing algorithms and real-time traffic management
systems is crucial for optimizing AAM-based EMS opera-
tions [Bridgelall and Tolliver, 2024].

3 Application Areas of Neurosymbolic Al in
Advanced Air Mobility

Neurosymbolic Al has been gaining popularity worldwide
due to its efficient learning and reasoning capability in al-
most every domain. In context of AAM, main applications of
Neurosymbolic Al is shown in the Figure 3.

3.1 Electrification

Electrifying AAM is pivotal for achieving sustainable avia-
tion by reducing emissions, lowering operational costs, and
enabling quieter operations. However, the success of eVTOL
aircraft is constrained by significant technological and oper-
ational challenges, notably the limitations of current lithium-
ion battery (LIB) technology. Despite LIBs’ high energy den-
sity (300-400 Wh/kg for short-range applications and over
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Figure 3: Applications of Neurosymbolic Al in AAM

800 Wh/kg for narrow-body aircraft), issues such as weight
constraints, energy inefficiency, thermal instability, and inad-
equate charging infrastructure persist [Barrera er al., 2022].
These challenges are exacerbated during high-demand phases
like takeoff and landing, necessitating advanced energy man-
agement strategies. To address these issues, innovations such
as wide bandgap semiconductors, improved thermal man-
agement systems, and advanced control strategies are being
pursued to enhance the reliability and efficiency of electric
propulsion systems [Dorn-Gomba et al., 2020]. Furthermore,
Neurosymbolic Al is emerging as a promising tool for opti-
mizing energy usage, extending flight range, and managing
battery lifecycles through techniques like predictive energy
optimization, smart grid integration, and fault detection.

3.2 Aircraft Design

The design of eVTOL aircraft for air taxis and metro systems
hinges on advancing battery storage, propulsion efficiency,
and noise reduction to meet both safety and urban sustainabil-
ity criteria. While manufacturers like Airbus are developing
specialized eVTOL platforms, challenges persist in certifica-
tion, infrastructure integration, and public acceptance [Silva
et al., 2018]. Regulatory frameworks need to evolve along-
side these technologies, as highlighted by NASA/Deloitte
Concept of Operations (CONOPS) [Hill et al., 2020], and
user-centric design elements, such as cabin noise and ride
comfort, are critical for adoption. Design trade-offs between
payload capacity, flight range, and vehicle weight continue to
constrain the scalability of eVTOL systems [Kiesewetter et
al., 2023]. Moreover, distinct requirements for intra versus
inter-city passenger transport, along with the differing design
challenges of UAM aircraft and last-mile delivery drones,
call for a multifaceted engineering strategy that incorporates
aerodynamic efficiency, Al-driven control systems, and opti-
mized energy management. Despite promising advances in
control mechanisms, propulsion, and VTOL transition effi-
ciency, bridging the gap between technological potential and
real-world deployment remains a significant challenge, un-
derscoring the need for an interdisciplinary approach integrat-
ing engineering, policy, and urban planning.

3.3 Training and Simulation

Training and simulation are essential for advancing AAM
by creating adaptive environments for skill development and
operational planning. Neurosymbolic Al, which synergizes
the robust pattern recognition capabilities of deep learning
with the interpretability and reasoning strengths of symbolic
Al, can significantly enhance simulation platforms[Siyaev et
al., 2023]. By integrating Neurosymbolic Al, simulation
systems can not only process vast amounts of sensor and
operational data through deep learning but also incorporate
domain-specific rules and logical reasoning to better repli-
cate the intricate dynamics of AAM environments. This ap-
proach enables the development of training scenarios that are
both realistic and adaptable, addressing complex operational
variables such as weather variations, urban infrastructure con-
straints, and emergency protocols. Moreover, Neurosymbolic
Al facilitates the creation of digital twins that can reason
about potential system failures, optimize route planning, and
simulate multi-agent interactions with high fidelity[Siyaev et
al., 2023].

3.4 Predictive Maintenance

Predictive maintenance is crucial for enhancing safety and
operational efficiency in AAM. By leveraging vast arrays of
sensor data and advanced analytics, predictive maintenance
systems can identify early indicators of potential component
degradation or system malfunctions before they escalate into
critical failures[Nguyen et al., 2022]. Neurosymbolic Al is
used in fault diagnosis by integrating a case-based reason-
ing (CBR) method with a Bayesian network (BN) approach,
where fault cases are initially formalized for similarity-based
diagnosis and later transformed into a probabilistic model for
dynamic multi-fault detection under uncertainty [Yang et al.,
2018]. Neurosymbolic reasoning [Siyaev et al., 2023] en-
hances digital twins by enabling natural language interaction,
allowing users to manipulate 3D components, read mainte-
nance manuals, and perform installation and removal proce-
dures autonomously. The result is not only a reduction in un-
expected downtime, but also a significant improvement in the
lifecycle management of critical systems, ultimately leading
to safer and more efficient air mobility operations.

3.5 Safety

Safety is a critical aspect of AAM due to the inherent risks
and complexities associated with integrating new aerial sys-
tems into urban and regional airspaces [Yoo et al., 2022].
According to NASA’s In-Time System-wide Safety Assur-
ance (ISSA) framework, hazards in AAM can arise from mul-
tiple sources, including vehicle malfunctions, environmen-
tal factors, operational contexts, and broader aviation system
challenges [Ellis et al., 2020]. The National Transportation
Safety Board (NTSB) emphasizes that AAM safety standards
must exceed those of general aviation, given the high vol-
ume of short-distance flights expected in AAM operations
[National Academies of Sciences et al., 2018]. To ensure
safety in AAM, one approach involves using symbolic logic
constraints driven by common rules, often derived from Fed-
eral Aviation Administration (FAA) regulations, to filter or
”shield” the outputs of neural networks, preventing unsafe
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actions during the training phase [Jansen er al., 2020]. To
this end, a Neurosymbolic Deep Reinforcement Learning ap-
proach has been proposed to enhance safety by embedding
symbolic logic constraints directly into the learning process
[Sharifi ef al., 2023]. Another strategy involves guiding neu-
ral networks using logical safety rules, providing feedback to
the AT agent regarding the safety of its actions [Kimura er al.,
2021].

3.6 Autonomy

AAM envisions high-density, low-altitude operations in ur-
ban and regional environments, requiring aerial vehicles to
navigate dynamic obstacles, weather conditions, and air traf-
fic without direct human intervention. Autonomous sys-
tems reduce pilot workload, lower operational costs, and en-
hance safety by making real-time decisions based on sensor
data and predefined regulations. Autonomy ensures seam-
less integration with existing Air Traffic Management (ATM)
systems, facilitating coordination between manned and un-
manned aerial vehicles (UAVs). By embedding symbolic rep-
resentations of air traffic rules, safety protocols, and opera-
tional guidelines, Neurosymbolic systems can ensure compli-
ance with aviation standards, avoiding collisions and poten-
tial conflicts, while dynamically adapting to changing con-
ditions. Moreover, Neurosymbolic Al tackles the overlying
scalability issue in traditional connectionist frameworks by
integrating symbolic knowledge (e.g., air traffic rules, safety
protocols) with neural network-based perception and control
systems, allowing autonomous AAM vehicles to scale across
diverse environments with minimal retraining [Wang et al.,
2024].

3.7 Cybersecurity

AAM cybersecurity challenges stem from their reliance on
interconnected systems, autonomous decision-making, and
real-time data exchange. Critical threats include GPS spoof-
ing, wireless attacks (e.g., jamming and man-in-the-middle),
Al adversarial manipulations, and cyber-physical intrusions,
all of which can compromise navigational accuracy and flight
control [Petit and Shladover, 2014]. Unlike conventional
deep learning models, which are prone to adversarial vulner-
abilities, Neurosymbolic Al enhances security by integrating
logical rules, knowledge graphs, and domain constraints. For
instance, Logic Tensor Networks can merge formal security
policies with real-time anomaly detection to filter malicious
network activity [Grov et al., 2024], while Neurosymbolic
methods also enable cross-validation of multiple navigational
inputs to detect and correct GPS spoofing. Neurosymbolic
Al driven Security Operations Centers have proven effective
in cyber threat intelligence and adaptive incident response,
offering a robust defense framework for AAM’s digital in-
frastructure.

3.8 Demand Modeling

AAM demand modeling is challenged by complex, multi-
faceted data and dynamic operational environments that tra-
ditional models often fail to capture [Long er al., 2023]. Neu-
rosymbolic Al, which fuses deep neural networks’ pattern

recognition with the structured reasoning of symbolic sys-
tems, has emerged as a promising yet still exploratory ap-
proach in this domain [Garcez and Lamb, 2023]. Key hur-
dles include aligning unstructured sensor and user behavior
data with the symbolic representations of regulatory and op-
erational constraints, thereby affecting model interpretability,
scalability, and robustness. Recent advancements, such as the
integration of decision trees with neural networks [Acharya et
al., 2025] and the development of Probabilistic Mission De-
sign architectures [Kohaut et al., 2024], have demonstrated
improved forecasting accuracy and novel methods for embed-
ding legal frameworks into AI models.

4 Potential Case Studies

4.1 FAA Roadmap for Artificial Intelligence
Safety Assurance

The FAA Roadmap for Al Safety Assurance! establishes a
structured, phased approach for integrating artificial intel-
ligence into aviation, a domain traditionally governed by
deterministic safety protocols. The roadmap advocates for
an incremental, risk-based strategy, initially focusing on
low-criticality systems to gather operational data and re-
fine safety assurance processes before transitioning to high-
stakes, safety-critical applications. This iterative engineering
approach ensures that early-stage insights inform the deploy-
ment of more complex Al-driven systems. A key aspect of
the roadmap is its distinction between learned Al (static, pre-
trained models) and learning Al (adaptive, real-time evolving
systems). While learning Al enhances adaptability and re-
sponsiveness, it poses significant certification challenges due
to its inherent unpredictability, limited explainability, and po-
tential for bias issues that conventional safety methodologies
struggle to address.

The roadmap underscores the importance of regulatory
alignment with existing aviation safety frameworks, advocat-
ing for industry collaboration among regulatory bodies, gov-
ernment agencies, and stakeholders to establish standardized
Al assurance protocols. However, it highlights critical gaps,
including the lack of robust certification methods for evolv-
ing Al, inadequate bias mitigation strategies, and the absence
of comprehensive regulatory guidelines for autonomous Al-
driven aviation systems. Ethical considerations, essential for
public trust and system accountability, receive minimal focus,
indicating an area requiring further exploration. Addressing
these challenges is essential for ensuring safe, reliable Al
integration into aviation while maintaining compliance with
rigorous industry standards. By integrating Neurosymbolic
Al, the FAA can establish a robust, certifiable Al framework
that enhances aviation safety while accelerating the adoption
of Al in autonomous flight operations.

4.2 EASA AI Roadmap

EASA Al Roadmap 1.0? is the initial roadmap established
a foundational strategy for integrating Al—primarily ma-

"https://www.faa.gov/aircraft/air_cert/step/roadmap_for_Al_
safety_assurance
“https://www.easa.europa.eu/en/downloads/109668/en
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chine learning and deep learning—into aviation, address-
ing its transformative potential across aircraft design, oper-
ations, maintenance, air traffic management, drone applica-
tions, and safety risk management. It underscored the crit-
ical need for robust trustworthiness frameworks through en-
hanced explainability, human-AlI collaboration, and phased
certification processes to ensure safety and reliability. EASA
AI Roadmap 2.0%, expands the scope by incorporating hybrid
Al approaches such as Neurosymbolic methods, while further
emphasizing cybersecurity and Al safety assurance within a
human-centric framework. This version reaffirms AI’s role as
an augmentation tool, integrating advanced digital twin tech-
nologies and predictive maintenance to enhance operational
efficiency and safety. Aligned with the regulatory require-
ments of the EU Al Act, it introduces risk-based categoriza-
tion of Al systems, mandating transparency, explainability,
and human oversight.

S Risk and Challenges

Neurosymbolic Al has the potential to enhance the efficiency,
safety, and scalability of AAM, but it also presents several
challenges and risks as depicted in the Figure 4.
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Figure 4: Risks and Challenges

5.1 Technological Challenges

Data Integration and Interoperability

Data integration in aviation face challenges due to heteroge-
neous sensor sources. Multi-sensor fusion can be homoge-
neous or heterogeneous, with the latter requiring precise syn-
chronization. Al enhanced integration with air traffic man-
agement demands legacy system re-engineering while ensur-

*https://www.easa.europa.eu/en/downloads/137919/en

ing safety compliance[Khanmohamadi and Guerrieri, 2024].
Interoperability is critical, necessitating standardized data
formats, exchange protocols, and interface standards. The
FAA’s Next Gen program focuses on digital system interoper-
ability to support Al-driven airspace operations 4. Advanced
fusion methods leverage variance and covariance estimations
for optimal integration, while Al driven standardization en-
hances cross-platform data accessibility, as seen in the U.S.
military’s Combined Joint All Domain Command and Con-
trol (CJADC?2) ° system.

Cybersecurity

The integration of neural networks and symbolic reason-
ing, although potentially powerful, introduces new com-
plexities in system design and validation[Jalaian and Bas-
tian, 2023]. Ensuring the robustness of these hybrid sys-
tems against adversarial attacks targeting both the neural and
symbolic components requires extensive testing under di-
verse, real-world conditions [Hagos and Rawat, 2024]. More-
over, the interpretability of Neurosymbolic models, crucial
for safety-critical applications like AAM, remains an on-
going research challenge. The dynamic nature of cyber
threats also necessitates continuous adaptation of these sys-
tems, raising questions about long-term reliability and main-
tenance [Hagos and Rawat, 2024]. The increased compu-
tational requirements of Neurosymbolic Al may pose chal-
lenges for real-time decision-making in resource-constrained
AAM environments[Jalaian and Bastian, 2023].

Lifecycle Management and Scalability

As AAM systems continually evolve, the necessity for ro-
bust version control, formal verification, and comprehensive
testing becomes paramount to maintain both operational in-
tegrity and certification. Moreover, the scalability of these
frameworks is tested by the heterogeneous nature of AAM
fleets, which encompass vehicles with diverse sensor modal-
ities and performance profiles, potentially leading to com-
patibility issues and performance bottlenecks if not managed
through modular and adaptive architectures [Kohaut et al.,
2024]. While the modularity of Neurosymbolic systems of-
fers a pathway to seamless integration and system evolution,
their practical implementation in AAM must address the in-
herent trade-offs between adaptability and the rigorous de-
mands of safety and regulatory compliance.

5.2 Ethical Challenges

Accountability

Accountability issues remain particularly complex in scenar-
ios where autonomous decisions lead to system failures or
incidents, determining responsibility among manufacturers,
programmers, and operators is nontrivial, highlighting the ur-
gent need for clear regulatory frameworks and transparent
decision-making processes that can apportion accountability
effectively [Novelli er al., 2024]. The integration of neu-
ral and symbolic methods, while promising enhanced inter-
pretability, does not inherently mitigate risks related to bias

“https://www.faa.gov/aircraft/air_cert/step/roadmap_for_Al_
safety_assurance
Shttps://www.ai.mil/Initiatives/CTADC2/
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and fairness [Ferrer er al., 2021]. Inadequate or skewed train-
ing data may propagate discriminatory outcomes, thereby
compromising equitable service delivery across diverse op-
erational contexts. Addressing these concerns requires em-
bedding explicit fairness constraints and ethical auditing pro-
tocols within the Neurosymbolic framework to ensure deci-
sions are both transparent and impartial.

Transparency and Explainability for Trust

Transparency and explainability foster trust and enable
scrutiny of automated decision-making processes. By inte-
grating symbolic reasoning with neural networks, these sys-
tems can provide more interpretable decision pathways, al-
lowing stakeholders to understand the rationale behind ac-
tions taken. Furthermore, implementing robust auditability
mechanisms through comprehensive logging and traceability
is essential for post-incident reviews, system improvement,
and regulatory compliance. These features are vital for main-
taining public trust and developing a resilient framework that
can adapt to the evolving demands of AAM environments.
However, it is important to note that achieving a balance be-
tween transparency and system performance remains a chal-
lenge, as increasing explainability may impact the efficiency
of complex models [Acharya et al., 2023].

Public Trust and Social Acceptance

Public trust and social acceptance are crucial for addressing
concerns related to data privacy, ethics, and system account-
ability in the rapidly evolving field of AAM.Despite hybrid
approaches like Probabilistic Mission Design (ProMis) [Ko-
haut et al., 2024] aiming to enhance transparency by merging
symbolic reasoning with neural networks, significant risks re-
main. Current systems still fall short of fully explaining com-
plex decision-making processes, undermining accountability
and eroding public trust. Moreover, without sustained, effec-
tive collaboration among regulators, manufacturers, and the
public, the ethical and responsible deployment of AAM sys-
tems is jeopardized, potentially stalling their broader accep-
tance and market integration. The transparency is particularly
important when dealing with sensitive operational data and

ensuring compliance with data protection regulations®.

5.3 Regulatory and Governance Challenges

Certification

The FAA has made limited progress in determining appro-
priate certification paths for AAM aircraft, partly due to the
lack of established airworthiness standards and operational
regulations for novel features 7. This regulatory uncertainty
is compounded by the need for new approaches to verify and
validate Neurosymbolic systems, which combine probabilis-
tic neural components with deterministic symbolic rules. The
development of robust testing protocols that can rigorously
verify system behavior under rare or extreme conditions re-
mains an unresolved challenge, requiring advanced simula-
tion environments, stress-testing methodologies, and formal
verification techniques.

Shttps://rm.coe.int/prems- 107320-gbr-2018-compli- cahai-
couv-texte-a4-bat-web/1680a0c17a

Thttps://www.oig.dot.gov/sites/default/files/FAA_AAM_
Certification_Final_Audit_Report_-w_NGO_response.pdf

Legal and Compliance Frameworks

The dual nature of Neurosymbolic systems, merging the
adaptive, data-driven insights of neural networks with the
clear, rule-based logic of symbolic reasoning, complicates the
clear attribution of accountability in incident scenarios. This
complexity necessitates the establishment of legal guidelines
that delineate responsibility among manufacturers, program-
mers, and operators, ensuring that each stakeholder is ade-
quately accountable for Al-driven decisions. Moreover, given
the global nature of AAM operations, harmonizing interna-
tional standards becomes imperative to ensure that Al sys-
tems adhere to uniform safety and legal norms across diverse
regulatory landscapes [Bengio et al., 2025]. Achieving this
will require coordinated efforts between legal experts, regu-
latory bodies, and technical developers to create transnational
frameworks that not only standardize certification protocols
but also provide mechanisms for continuous oversight and
post-incident analysis.

Data Governance and Privacy Policies

The implementation of dynamic, adaptive policy frameworks
is essential to ensure compliance with evolving data pro-
tection laws and international privacy standards. This ap-
proach requires continuous updates to data management prac-
tices, aligning with regulations like General Data Protection
Regulation (GDPR) and California Consumer Privacy Act
(CCPA) [Van Dalsem et al., 2021]. Transparency in data use
is achieved through standardized protocols for data sharing
among stakeholders, while sensitive information is protected
using advanced encryption, anonymization, and access con-
trol measures. This focus on compliance and transparency
not only builds trust among stakeholders but also creates a
resilient ecosystem with meticulous documentation of data
proveglance and maintenance of audit trails for rigorous over-
sight °.

6 Conclusion

Neurosymbolic Al holds significant promise for advanc-
ing AAM by delivering transparent, adaptable, and high-
performance solutions tailored to meet the stringent demands
of modern air transportation. However, empirical insights
from FAA and EASA initiatives expose pressing issues like
scalability, data integration, cybersecurity, and transparent
decision-making that must be rigorously addressed through
standardized protocols and robust validation. Continued in-
terdisciplinary research, along with sustained collaboration
among academia, industry, and regulatory agencies, is essen-
tial to fully harness the potential of these hybrid approaches
and to drive the next generation of safe, efficient, and sustain-
able air mobility solutions.
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