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Abstract

Artificial intelligence is rapidly encroaching on the
field of service regulation. However, existing Al-
based regulation techniques are often tailored to
specific application domains and thus are difficult
to generalize in an automated manner. This paper
presents HORAE, a unified specification language
for modeling (multimodal) regulation rules across a
diverse set of domains. We showcase how HORAE
facilitates an intelligent service regulation pipeline
by further exploiting a fine-tuned large language
model named RuleGPT that automates the HORAE
modeling process, thereby yielding an end-to-end
framework for fully automated intelligent service
regulation. The feasibility and effectiveness of our
framework are demonstrated over a benchmark of
various real-world regulation domains. In partic-
ular, we show that our open-sourced, fine-tuned
RuleGPT with 7B parameters suffices to outper-
form GPT-3.5 and perform on par with GPT-4o.

1 Introduction

Service regulation aims to determine whether services are de-
livered per established norms, rules, and/or standards within
a specific context. The rapid advancements in the realm of ar-
tificial intelligence (AI) — particularly breakthroughs in deep
neural networks and the swift rise of large language models
(LLMs) — have triggered a recent surge of interest in intelli-
gent service regulation. Employing Al in service regulation
may substantially improve the degree of automation and ac-
curacy, thereby yielding a significant cost reduction.

Current Al-based regulation methods predominantly adopt
a plug-and-play approach: As illustrated in Fig. 1 (a), regula-
tion industries encompass a wide spectrum of scenarios (aka
domains, e.g., healthcare and financial services). A common
practice is to train a distinct model that caters to a specific
scenario, e.g., models for urban management [Kaginalkar et
al., 2021] and e-commerce [Raji et al., 2024].

The plug-and-play method, however, suffers from two ma-
jor issues: (i) significant resource wastage: the training and

* HORAE (/'horriz/) refers to — in Greek mythology — the goddesses
of order who guarded the gates of Olympus (Homer, The Iliad). This
paper extends the work-in-progress article [Sun et al., 2024].
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Figure 1: Conventional plug-and-play methods are often confined
to distinct models for specific domains, thus requiring extensive re-
training and resource expenditure. In contrast, HORAE acts as a
unified specification language to model regulation rules in a domain-
agnostic fashion.

deployment of multiple large-scale AI models tailored for
various scenarios necessarily incur a model proliferation and
thereby substantial computing power consumption and car-
bon emissions [Luccioni et al., 20231; and (ii) confined adapt-
ability and efficiency: the procedure of building and train-
ing models relies heavily on domain-specific knowledge (e.g.,
datasets, pre-trained models, and model architectures) of each
scenario and is thus difficult to automate for general use.

In response to these challenges, we propose HORAE — a
unified specification language to model regulation rules in a
domain-agnostic fashion. HORAE leverages the zero-shot un-
derstanding capability of LLMs [Wei et al., 2022] to translate
regulation rules from any scenario into a structured interme-
diate representation (IR); see Fig. 1 (b). This representation
dissects complex behavior patterns across different domains
into a set of fine-grained, readily-detectable events and ac-
tions. Consequently, the downstream recognition models and
algorithms — being agnostic to specific domains — can utilize
a unified rule interface to discharge the regulation tasks.

We show that HORAE facilitates an intelligent service regu-
lation pipeline by further exploiting a fine-tuned LLM coined
RuleGPT to automatically convert regulation rules written in
natural languages to the intermediate representation of HO-
RAE. A formal semantics is further developed for HORAE
to enable rule-consistency checking and quantitative viola-
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tion recognition (via, e.g., constraint-solving techniques), cf.
Fig. 1 (b), thereby yielding an effective end-to-end framework
for fully automated intelligent service regulation.

Contributions. Our main contributions are as follows:

* We present HORAE as a unified specification language
to model cross-domain regulation rules. We show that,
with a well-designed semantics, HORAE facilitates core
regulation functionalities such as consistency checking
and quantitative violation recognition.

* We collect a benchmark dataset named SRR-Eval cov-
ering a wide range of regulation domains, and thence
create a fine-tuned LLM called RuleGPT to automate
the modeling process in HORAE. Both SRR-Eval and
RuleGPT are open-sourced to support practical applica-
tions in regulation modeling.

* We show that HORAE and RuleGPT admit multimodal
rules and enable an end-to-end intelligent service regu-
lation framework. The latter is, to the best of our knowl-
edge, the first framework that admits fully automated
service regulation with effective domain unification.

Experimental results demonstrate the feasibility and effec-
tiveness of RuleGPT in automating the modeling process in
HORAE across different real-world regulation domains. In
particular, RuleGPT with the size of 7B parameters suffices
to outperform GPT-3.5 and perform on par with GPT-4o.

2 General Workflow

Fig. 2 sketches an overview of our end-to-end framework of
HORAE-steered intelligent service regulation. This frame-
work consists of the following three major steps:

(I) Rule Dataset Construction: This initial step aligns (pre-
processed) multimodal regulation rules — leveraging ex-
isting multimodal models — to the text modality such that
rules of different formats can later be interpreted through
a unified medium, i.e., HORAE rules.

(IT) Rule Modeling and Checking: The textual rule dataset
is then translated into HORAE utilizing our fine-tuned
RuleGPT. As per the formal semantics of HORAE, we
can check the qualitative and quantitative consistency of
the rule library to detect potential conflicts before de-
ploying it to downstream regulation tasks.

(II) Violation Recognition: The downstream recognition
tasks are discharged by multimodal models and algo-
rithms, which assess the violation probabilities of ba-
sic events in the rule library. These violation probabili-
ties contribute to an overall likelihood of rule violation
(computed by a probability calculation engine).

Our preliminary implementation of the framework indi-
cates that the above steps suffice to produce highly accurate
outcomes in a fully automated manner in various real-world
domains. This paper focuses on the design principles behind
HORAE and RuleGPT in Step (II). The details of aligning
multimodal rules to the text modality are provided in [Sun et
al., 2025, Appx. A] whilst the integration with downstream
recognition models and algorithms is subject to future work.
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Figure 2: HORAE-steered intelligent service regulation.

3 Language Design

HORAE serves as the basis of intelligent service regulation
by modeling a set of regulation rules in a structured, domain-
agnostic fashion. We design the syntax and formal seman-
tics as per several key principles, e.g., generality, structura-
tion, automation, and quantification (as detailed in [Sun et
al., 2025, Appx. B]. These ingredients constitute the bases of
HORAE parser (generated by ANTLR 4 [Parr et al., 2014]); it
compiles the text stream of a regulation rule into an abstract
tree structure, thereby transforming flat, linear natural lan-
guage into a structured language with hierarchical patterns.

3.1 Syntax

Our design of the HORAE syntax follows an inductive rea-
soning paradigm: We first collect a multilingual benchmark
set of regulation rules across 50 domains (see details in [Sun
et al., 2025, Appx. DI), then conduct a syntactic analysis over
this benchmark to extract key observations, and finally derive
the core patterns and syntax from the body of observations.
Key observations extracted from our benchmark include

* Independency: Two textual sentences that are ostensibly
disparate in grammatical structure (in terms of their host
natural language) may well encode semantically similar
regulation rules. For instance, consider the following
three rules written in natural languages:

Employees must wash hands before returning to work .
——

subject  modal verb verb phrase prepositional phrase

Hand washing before work resumption is

subject linking verb

mandatory for all employees .

complement prepositional phrase
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(when returning work before, employees must wash hands.)
——

l\\jJﬁ\

temporal adverbial subject modal verb verb phrase

These three rules (written in English, English, and Chi-
nese, resp.) in fact represent analogous regulation inten-
tions. Hence, the syntax of HORAE shall be independent
of any specific natural language grammar and optimized
towards the goal of admitting the most diverse set of in-
tentions with as few grammatical categories as possible.

* Rule Types: A regulation rule is inherently well-typed, in
the sense that, it typically describes certain behavior that
is intended to be enforced, recommended, or forbidden:

Employees must wear safety goggles at all times when on
the factory floor. (enforced)

It is advised that all participants review the safety manual
before operating any machinery. (recommended)

No smoking is allowed within 50 feet of the gas pumps.
(forbidden)

HORAE is thus expected to provide a simple mechanism
to specify (a predefined set of) types for regulation rules.

* Behavioral Composition: The behavioral description of a
regulation rule is highly compositional, namely, a regu-
lated behavior often appears as a combination of several
sub-behaviors via logical connectives, for instance,

Company must conduct thorough testing and either
obtain FDA approval or ensure compliance with
international health regulations.

| decomposition

(Company conduct thorough testing) A
( (Company obtain FDA approval) v (Company ensure
compliance with international health regulations) ) .

Such compositionality is crucial for service regulation as
it facilitates the decomposition of a complex regulation
problem into a set of sub-problems that can be more eas-
ily and accurately solved. HORAE support composition-
ality by maintaining an abstracted layer of basic events,
which encode sub-behaviors of a regulated entity and can
by logically assembled to describe the entire behavior.

» Temporality: Temporal properties are yet another impor-
tant feature in service regulation; they are prominent es-
pecially for application domains where timing constraints
are crucial, e.g., in financial services:

Publicly traded companies have to disclose their quarterly
financial results within 45 days by the end of the quarter;
In case any significant financial events such as mergers or
acquisitions occur within these 45 days, an additional pre-
lim. report must be submitted within 5 days of the event.

HORAE is consequently designed to support temporal-
ity by admitting timestamped events and temporal con-
straints, which further provide a natural means of model-
ing regulation rules that are (originally) specified in time-
sensitive modalities, see [Sun er al., 2025, Appx. Al.

Based on these observations, we propose to model a regu-
lation rule R in HORAE per the (abstracted snippet of) syntax:

R == types (typed rule)
type == shall | should | forbid (predefined types)
s w= s | sAs | (r,e) | e | C(T) (statement')

object action | (patterned event)

object action object | object. attribute & value |
action object | action. attribute < value | - -

This abstract syntax consists of a top-level grammar and
a bottom-level grammar, as indicated by the dashed line
therein. The former combines (possibly timestamped) basic
events via logical connectives into a regulation rule of cer-
tain type, whilst the latter assembles fine-grained sentence
patterns and components into such basic events. Slicing ba-
sic events into smaller, detectable ingredients improves the
precision of downstream recognition models and algorithms.
Below, we provide details of the layered HORAE syntax.

Top-Level Grammar. This layer treats basic events as the
smallest syntactic unit; they will later be interpreted as propo-
sitions in the formal semantics (see Sect. 3.2). The gram-
mar allows for combining basic events e via logical connec-
tives and specifying types (aka, execution modes) of the so-
obtained regulation rule — shall, should, and forbid for en-
forced, recommended, and forbidden behaviors, respectively.
For rules featuring temporal properties, the corresponding ba-
sic event can be associated with a timestamp 7 signifying its
time of occurrence; Moreover, timing constraints over times-
tamps 7 = {71, 72, ...} are collected into C(7), which acts
as a specific form of statement in the rule.

Bottom-Level Grammar. This layer describes core patterns
of basic events extracted from our rule dataset. Key ingre-
dients include (i) action: the behavior of the basic event;
(ii) object: actor or recipient of the action — usually a de-
tectable target; (iii) attribute: attributes of objects or actions
(selected by the . operator), such as quantity, color, length,
etc.; and (iv) attribute o value, with o € {<, > < > =}
the comparison of some attribute against a given value (e.g.,
a threshold), which is commonly used in service regulation.

3.2 Formal Semantics

The formal semantics of HORAE aims to provide accounts of
what a regulation rule adhering to the HORAE syntax means
in an unambiguous manner. Such a semantics is essential to
represent, interpret, and reason about a typically large set of
regulation rules. In particular, it gives a mechanism to check
the comsistency of a rule library in order to detect potential
conflicts before deploying it to downstream regulation tasks.

Qualitative Semantics

We start by formalizing the qualitative semantics of HORAE.
Since rule types are fixed in HORAE, we interpret the (deno-

'V and — are syntactic sugar expressible by — and A.
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tational) semantics of a HORAE rule over its statement. Con-
sider a library of type-free rules:

RLib = {s1,82,...,8n} ;

here, each rule statement s; with k = 1,...,n is of the form:

sk = wr(er) ACr(Tr) ,

where @ (ex) is a propositional formula over the set of
propositions, i.e., symbolic basic events e, = {eg1, €2, ...}
in sy; C (7% ) is the corresponding quantifier-free linear con-
straints over timestamps®> Ty = {71, 7Tg2,...}. Without
loss of generality, we assume that every rule statement sg
is in conjunctive normal form (CNF) over some quantifier-
free arithmetic theory 7, i.e., a conjunction of disjunctions of
(atomic) arithmetic predicates from 7T, for example,

s1 = (en1 Vewa) A(meiz Ver) A(Tig — 711 < Tia) . (%)

Lete = [J;_; exand 7 = [Ji_, 7}, be, respectively, the
set of all basic events and timestamps in RLib. A qualitative
interpretation of RLib is a (total) mapping:

I: e’dT™ = BWR>,

where W denotes disjoint union; / thus interprets every basic
event over the Boolean domain B £ {true, false} and every
timestamp over the set of non-negative real numbers R>(. Let
7 be the set of all possible qualitative interpretations.

We define the qualitative semantics of RLib as

I~ /\k:1 si(I)

where s (I) denotes the substitution of interpretation [ in sy.
The qualitative semantics of rule statement sy, i.e., [sx], is
then a projection of [RLib] over ey, and 7. We say that the
rule library RLib is qualitatively consistent if there exists an
interpretation under which [RLib] evaluates to true, i.e.,

Il eZ: [RLib] (I) = true. Q)

[RLib] : T — B,

The qualitative consistency of RLib as per (T) can be decided
(over the quantifier-free mixed linear integer and real arith-
metic [King et al., 2014]) by various off-the-shelf satisfiabil-
ity modulo theories (SMT) solvers, e.g., Z3 [de Moura and
Bjgrner, 2008] and cvc5 [Barbosa et al., 2022].

Quantitative Semantics
The proposed qualitative semantics [RLib] does not address
the quantitative aspects of rule satisfaction, i.e., the likelihood
of it being satisfied. Such quantitative aspects are crucial for
intelligent service regulation since the underlying recognition
models and algorithms inherently produce imprecise results
(measured by certain confidence factors). We thus extend the
qualitative semantics to characterize quantitative satisfaction.
Let P £ [0, 1] N R be the domain of probabilities. Given a
rule library RLib, the quantitative interpretation of RLib is

I#I e&JT—)]P)H'JRZ(),

ZA timestamp 7%; can be absent from 7, if e, is untimed. Assum-
ing linearity of the constraints is necessary to attain decidability (for
the qualitative setting) when discharging them via SMT solvers.

i.e., it interprets every basic event eg; as the probability

pleri) € P of it being true (cf. B for the qualitative case).

Let Z, be the set of all possible quantitative interpretations.
Similarly, we define the quantitative semantics of RLib as

Ly — szl Pr(sk(L,))

where Pr(sy(I,)) denotes the probability that sy, is satisfied
under I,, which can be computed recursively as

1, if sp(I,) is logically equivalent to true
0, if sx(1,) is logically equivalent to false

_ ) pleri), if s, = epi
Prise(Te)) =1 "pr(s(1,)), if 5, = s
Pr(s(L,)) - Pr(s’'(14)), ifsy,=sAs
1—Pr(=s(Iy)) - Pr(—=s'(I,)),if sy = sV s

[RLib], : I, — P,

Analogously, the quantitative semantics of rule statement s,
ie., [sk],, is then a projection of [RLib], over ey, and T.
For instance, given the quantitative interpretation:

€14 > 1/ 3,
T4 — 3,

€13 — 1/27
T13 > 117

I#Z e11 — 1,
T11 — 3.5,

€12 > 0,
T12 6,

The quantitative semantics of the statement s; in (%) is

[s10,(I,) = (1—0-1)-(1—VY2-2/3)-1 = /3.

We say that the rule library RLib is quantitatively consis-
tent if there exists a quantitative interpretation under which
[RLib] , exhibits a positive satisfaction probability, i.e.,

A, €Z,: [RLib],(I,) > 0. 63)

The quantitative consistency of RLib as per (I) can be de-
cided (over the non-linear real arithmetic [Tarski, 1951]) by
dedicated SMT solvers, e.g., dReal [Gao et al., 2013] and
SMT-RAT [Corzilius et al., 2015].

Remark. Event correlation remains as a challenge in consis-
tency checking: Basic events e from the same rule library
RLib may well be semantically correlated with each other,
especially for events across different rule statements. We ad-
dress this problem through event abstraction, i.e., abstracting
these events written in natural languages into a set of sym-
bolic propositions while preserving semantic correlations; see
details in [Sun er al., 2025, Appx. Cl. <

4 Automation

This section presents the fine-tuning process of RuleGPT. As
key to automation in intelligent service regulation, RuleGPT
aims to automatically convert regulation rules written in nat-
ural languages to their unified, structured HORAE representa-
tions in the form of token streams as depicted in Fig. 3.

We note that off-the-shelf LLMs are not suitable for the
above conversion task. The reasons are three-fold: (i) exist-
ing LLMs are unaware of HORAE since its knowledge is not
part of the corpus used to pre-train these models; (ii) closed—
source, proprietary models like GPT-40 are prone to secu-
rity issues as many regulation tasks are privacy-sensitive;
and (iii) general purpose LLMs, e.g., DeepSeek-R1 [Guo et
al., 2025] and GPT-4o, require significant computational re-
sources. Moreover, they often exhibit low accuracies (see
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Figure 3: The overall process of automated transformation using the fined-tuned RuleGPT.

Sect. 5) when performing the transformation in a monolithic
manner: Given a rule in natural language with a designed
prompt, a general LLM cannot fully comprehend the ba-
sic events, logical relations, and syntactic patterns simul-
taneously and convert the rule into HORAE under zero- or
few-shot conditions. To address these challenges, we pro-
pose to (i) create a benchmark dataset for service regulation
rules (SRR-Eval, for short); (ii) fine-tune a pre-trained, open—
sourced LLM using SRR-Eval to encode the HORAE knowl-
edge; and (iii) partition the fine-tuning process into three co-
operative phases, i.e., basic event extraction, logical relation
extraction, and syntactic pattern matching.

Overview of SRR-Eval. SRR-Eval consists of 10 domains
with real-world regulation rules (50 rules for each domain)
and 40 domains with LLM-generated quasi rules (115 rules
for each domain), amounting to 50 domains with 5,100 rules.
SRR-Eval is open-sourced at https://huggingface.co/datasets/
Xfgll/SRR-Eval. See details in [Sun et al., 2025, Appx. D].

Fine-Tuning Strategy. We use LoRA (low-rank adaptation
[Hu et al., 2022]) to fine-tune our base model M. Let W ¢
R?*4 be the pre-trained weight matrix of M. In contrast to
full fine-tuning where all model parameters are retrained by
augmenting W with its accumulated gradient update AW &€
R¥*4 LoRA freezes M and injects low-rank decomposition
matrices A € R4%" and B € R"*? with trainable parameters
into each layer of the transformer architecture, i.e.,

W' = W+ AB,
where r < min(d, q) is the rank of a LoRA module; W' €
R?*4 is the adapted weight matrix. LoRA thus significantly
reduces the number of trainable parameters. We denote by

M’ = LoRA (M, D)
the process of fine-tuning M via LoRA into an adapted model
M’ which incorporates the knowledge encoded in dataset D.

4.1 Extracting Basic Events

Given a textual regulation rule R written in a natural lan-
guage, the phase of basic event extraction aims to fine-tune
a pre-trained base LLM M into a dedicated model M,,,,, for
extracting the set I of basic events from R, i.e.,

A
Mewens: R — {e1,e2,...,em} = E,

where every basic event e; is of a certain pattern adhering to
the HORAE syntax. See [Sun er al., 2025, Appx. D.1] for
examples of the extraction. Note that recognizing the specific
event patterns is the task of the syntactic pattern matching
phase as discussed in Sect. 4.3.

We obtain M,,.,; by fine-tuning M via LoRA, namely,

Mevent = LoRA (M7 Devenl) )

i.e., we feed LoRA with a dedicated training dataset D¢,
sourced from SRR-Eval, which is formatted as

Devent = {(uiaai)}?:l

with u; being the user prompt and a; the corresponding assis-
tant’s extraction. Specifically, every entry (u;, a;) in Deyep is
of the following query-response format:

u; = “Please extract basic events of the following rule:
[original rule]”
a; = “[basic events]”

where [original rule] and [basic events] are raw ingredients of
the composite quasi rules in SRR-Eval.

4.2 Extracting the Logical Relation

In the phase of logical relation extraction, we fine-tune a base
LLM M into a tailored model Mj,c: (R, E) +— L for
extracting the logical relation L between basic events E of
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R; e.g., the logical relation of rule (R3) in [Sun et al., 2025,
Appx. D.1]is L = e11 V e12 V e13. Note that the quality of
the HORAE transformation depends heavily on M, because
logical relations are the key contributor in both the qualitative
and quantitative semantics of HORAE as shown in Sect. 3.2.
Akin to the event extraction phase, Mjy. is derived by
Miogic = LoRA(M, Djgeic). Here, the training dataset
Dipgic = {(u}, a;)}7_; consists of query-response pairs:

u, = “Given the rule [original rule] with basic events
[basic events|, provide the logical relation
between these basic events”

/

a; = “[logical relation]”

where [original rule], [basic events], and [logical relation] are
raw data of composite quasi rules in SRR-Eval.

4.3 Matching Syntactic Patterns

Let T = {t1,t2,...,t;} be the fixed finite set of syntactic
patterns as defined in the bottom-level grammar of HORAE in
Sect. 3.1. The goal of syntactic pattern matching is to attach
to every basic event in E a corresponding syntactic pattern in
T via a fine-tuned model Mgy10c: B — T

In analogous t0 Meyens and Mipgic, Miynax is obtained by
Mywax = LoRA(M, Dyypiar), where the dedicated training
dataset Dyyuar = {(u}, a})}7_; is composed of

u = “Please determine the syntactic pattern of the

basic event: [basic event]”

a = “[syntactic pattern]”
where [basic event] and [syntactic pattern] are raw ingredi-
ents of the single-event quasi rules in SRR-Eval ([Sun et al.,
2025, Appx. D.1]1). These ingredients are utilized to train
RuleGPT to classify basic events into right categories.

By combining the aforementioned fine-tuned models, we
obtain RuleGPT (see the general pipeline in Fig. 3):

RuleGPT = {MevenhMlogicanyntax} .

S Experimental Results

This section presents an empirical evaluation of RuleGPT’s
performance against several baselines. Our primary goal is to
demonstrate the feasibility and effectiveness of RuleGPT in
automating the modeling process in HORAE across different
real-world regulation domains, which essentially enables our
end-to-end framework for fully automated intelligent service
regulation. RuleGPT is open-sourced via GitHub at https:
//github.com/FICTION-ZJU/RuleGPT.

Settings of Fine-Tuning. ~We implement RuleGPT by adapt-
ing — via the LoRA technique [Hu et al., 2022] — Qwen2.5-
7B-Ins [Yang et al., 2024] as our common base model shared
by the three fine-tuning phases. The fine-tuning procedure is
conducted on a single NVIDIA A100-40GB GPU. We set the
learning rate to 1 x 10~% and employ gradient accumulation
with 16 steps to effectively manage the computational load.
The training spans 3 epochs, we use bf16 precision to assist
in managing GPU memory efficiently and employ gradient
checkpointing to further optimize the memory usage. The

Real-world dataset Qwen2.5-7B-Ins GPT-3.5 RuleGPT GPT-40

in SRR-Eval

! v P R / P R A P R A P R A
power plant 040 0.58 048 050 0.63 056 0.62 0.69 0.66 0.71 0.78 0.74
public place safety  0.40 0.65 0.50 0.72 0.80 0.76 0.77 0.76 0.76 0.76 0.82 0.78
tourism 034 0.62 044 071 0.78 075 0.82 076 0.79 0.69 0.78 0.73
energy regulation 0.62 0.59 0.60 0.73 0.55 0.63 0.78 0.51 0.62 0.76 0.63 0.69

urban management  0.53 0.74 0.62 0.64 0.77

=3
=
S]

073 079 0.76 063 0.80 0.70

forest products 035 048 040 0.63 047 0.54 057 052 0.54 0.55 0.60 0.57
tabacco 033 0.56 041 072 0.68 0.70 0.58 0.66 0.61 057 0.75 0.65
agricultural markets  0.34 0.50 040 0.59 043 0.50 0.60 0.54 0.57 0.58 0.57 0.58
food safety 033 0.54 041 053 0.54 0.54 0.57 0.57 057 051 0.56 0.54

forest degradation ~ 0.36 0.52 042 0.62 046 053 043 045 044 0.59 0.58 0.59

Table 1: Experimental results w.r.t. basic event extraction (P for
precision, R for recall, and F; for F}-score).

fine-tuning datasets are sourced from SRR-Eval as described
in [Sun er al., 2025, Appx. DI; a set of hyperparameters, e.g.,
weight decay (0.1), Adam optimizer’s 2 (0.95), warmup ra-
tio (0.01), and cosine learning rate scheduler (enable) further
contributes to the training stability and efficiency.

Baselines. We compare RuleGPT against three baselines:
Qwen2.5-7B-Ins, GPT-3.5(-Turbo), and GPT-4o(-latest). The
latter two, though being closed-source models, are chosen be-
cause (i) they are widely recognized for their capabilities in
natural language understanding and generation; and (ii) mod-
els with 7B parameters may outperform GPT-3.5 in certain
scenarios, as observed in [Bai et al., 2023, Sect. 3.3].

In the rest of this section, we present detailed experimental
results with respect to the three fine-tuning phases.

5.1 Basic Event Extraction

For the component of basic event extraction, we compare
RuleGPT against the baselines in terms of three performance
metrics: the precision P, the recall R, and the F}-score JF1
(i.e., the harmonic mean of P and R). These metrics together
provide a comprehensive assessment of the models’ accuracy
and adaptability in extracting basic events. The details of
these metrics are presented in [Sun et al., 2025, Appx. El.

We report our experimental results w.r.t. basic event ex-
traction in Table 1, where we mark the best results and the
second-best results among all the competitors. The scattered
boxplots in Fig. 4 further visualize these numerical results
separately for the three metrics. The following observations
are drawn from these results: (i) RuleGPT significantly out-
performs its base model Qwen2.5-7B-Ins in all three met-
rics, thus demonstrating the feasibility and effectiveness of
our fine-tuning process and the quality of SRR-Eval. (ii) For
the precision metric, RuleGPT is the winner amongst all the
models — it achieves the best results over 6/10 benchmarks.
(iii) For the recall metric, RuleGPT exhibits a comparable
ability with GPT-3.5, but they both are slightly inferior to
GPT-40. (iv) For the F-score metric, RuleGPT performs bet-
ter than GPT-3.5, slightly inferior to GPT-40.

5.2 Logical Relation Extraction

Next, we compare RuleGPT against the baselines in terms
of the accuracy in extracting logical relations between basic
events. Since the formal semantics of a HORAE rule depends
heavily on the underlying logical relation (see Sect. 3.2), an
extraction is considered correct iff the extracted logical rela-
tion semantically coincides with the relation in SRR-Eval.
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Figure 4: Visualization of data in Table 1 (Q-Ins abbreviates
Qwen2.5-7B-Ins). Every scattered boxplot depicts the correspond-
ing column of Table 1 with its five-number summary.

The evaluation results w.r.t. logical relation extraction are
reported in (the left part of) Table 2. It shows that RuleGPT
exhibits the highest accuracy on par with GPT-40 consis-
tently over all the ten benchmarks. More concretely, we make
the following observations: (i) As the underlying base model
of RuleGPT, Qwen2.5-7B-Ins performs poorly in identifying
logical relations. (ii) However, our fine-tuning procedure suf-
fices to optimize this small model to perform better than the
GPT-3.5, yielding a cost-effective and computationally effi-
cient solution. (iii) The comparable performance of RuleGPT
against GPT-4o indicates that, in our case, a small model fine—
tuned with SRR-Eval can potentially replace larger propri-
etary models that are generally more resource-intensive.

5.3 Syntactic Pattern Matching

Finally, we compare RuleGPT against the baselines in terms
of the accuracy in matching syntactic patterns of basic events.
As it is essentially a classification task, the result is consid-
ered correct iff the correct syntactic category is identified.
The experimental results w.r.t. syntactic pattern matching
are reported in (the right part of) Table 2. We observe that
RuleGPT achieves the highest accuracy over 5/10 bench-
marks, which significantly outperforms Qwen2.5-7B-Ins and
the proprietary model GPT-3.5, and is on par with GPT-4o.

Overall Performance. Our experiments demonstrate the
overall feasibility and effectiveness of RuleGPT in automat-
ing the modeling process in HORAE across different real-
world regulation domains: (i) RuleGPT significantly outper-
forms GPT-3.5 in extracting logical relations and syntactic
patterns, and performs on par with it in the task of basic event
extraction. (ii) The substantial improvement of RuleGPT
over Qwen2.5-7B-Ins underscores the effectiveness of our
fine-tuning strategy, further demonstrating the high quality of
SRR-Eval we have created. (iii) We show the feasibility of
automating a complex task (i.e., HORAE modeling) by break-
ing it down into simpler components (i.e., the three fine-tuned
models), each of which is optimized individually and con-
tributes to a highly effective overall system (i.e., RuleGPT).

6 Related Work

Service regulation strives to represent regulatory compliance
requirements with modeling languages for automation [zur
Muehlen and Indulska, 2010]: The language SWRL [Hor-
rocks et al., 2004] enables complex reasoning in semantic

Real-world dataset  Logical relation extraction Syntactic pattern matching

in SRR-Eval Q-Ins GPT-3.5 GPT-4o RuleGPT Q-Ins GPT-3.5 GPT-40 RuleGPT
power plant 034 038 070 066 022 062 066 072
public place safety 0.39  0.57 0.78 084 008 0.13 0.36 023
tourism 024 040 074 076 014 017 016 024

energy regulation  0.11  0.24 0.4 073 0.06 023 0.65 0.39
urban management 0.22  0.38 0.80 0.60 0.11 0.17 0.40 0.26
forest products 0.10 034  0.66 046 008 019 043 0.39

tabacco 0.14 036 058 0.66 0.18 0.17 029 0.47
agricultural markets 0.10  0.34  0.60 052 036 0.08 024 0.44
food safety 0.18 048  0.62 0.64 031 0.15 0.36 0.27
forest degradation  0.10  0.16  0.52 044 023 017 026 0.27
Mean 0.19 037  0.64 0.63 0.18 021 038 0.37
Variance 0.01 0.11  0.01 0.01 0.01 0.14 0.02 0.02

Table 2: Accuracy of logical relation extraction and syntactic pattern
matching (Q-Ins is shorthand for Qwen2.5-7B-Ins).

web applications. BPMN-Q [Awad er al., 2011] visually
specifies compliance rules and explains violations in business
processes using a pattern-based approach to link BPMN-Q
graphs with formal temporal logic expressions. CRL [Elgam-
mal et al., 2016] offers a comprehensive framework for man-
aging business process compliance, which introduces abstract
pattern-based specifications while supporting compensations
and non-monotonic requirements. DecSerFlow [van der Aalst
and Pesic, 2006] is a declarative language for specifying, en-
acting, and monitoring service flows, grounded in temporal
logic to address the autonomous nature of services. An or-
thogonal line of research aims to evaluate the expressiveness
and complexity of rule languages by leveraging real-world
examples and normative classification frameworks, address-
ing the challenge of representing complex constraints across
multiple process perspectives [Zasada et al., 2023].

Our work is closely related to the rule language CDSRL
and the LLM-based converter RegGPT recently proposed in
[Wang et al., 2024] to model cross-domain regulatory re-
quirements. The key differences are (i) HORAE supports be-
havioral compositionality by maintaining an abstracted layer
of fine-grained basic events, thus admitting domain-agnostic
downstream recognition models to discharge the regulation
tasks. In contrast, CDSRL emphasizes holistic rule structur-
ing without explicit behavioral decomposition; (ii) HORAE
admits formal semantics that enable automated consistency
checking and violation quantification through SMT solvers,
whereas CDSRL lacks executable validation mechanisms be-
yond syntactic template matching; (iii) RuleGPT supports
fully autonomous rule conversion through phased fine-tuning
of open-sourced models while RegGPT’s conversion pipeline
depends critically on GPT-4 and prompt templates.

7 Conclusion

We presented the domain-agnostic modeling language Ho-
RAE. It enables an end-to-end intelligent regulation frame-
work leveraging a fine-tuned LLM RuleGPT to automate the
conversion of natural language regulation rules into a struc-
tured intermediate representation. HORAE is, to the best
of our knowledge, the first modeling language that admits
fully automated service regulation with effective domain-
modality unification. Future work includes integrating HO-
RAE and RuleGPT with downstream recognition models and
algorithms to detect (quantitative) service-rule violations.
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