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Abstract
The rapid advancement of large language mod-
els (LLMs) has led to the widespread adoption of
video-language models (VLMs) across various do-
mains. However, VLMs are often hindered by their
limited semantic discrimination capability, exac-
erbated by the limited diversity and biased sam-
ple distribution of most video-language datasets.
This limitation results in a biased understanding
of the semantics between visual concepts, lead-
ing to hallucinations. To address this challenge,
we propose a Multi-level Multimodal Alignment
(MMA) framework that leverages a text encoder
and semantic discriminative loss to achieve multi-
level alignment. This enables the model to capture
both low-level and high-level semantic relation-
ships, thereby reducing hallucinations. By incor-
porating language-level alignment into the training
process, our approach ensures stronger semantic
consistency between video and textual modalities.
Furthermore, we introduce a two-stage progressive
training strategy that exploits larger and more di-
verse datasets to enhance semantic alignment and
better capture general semantic relationships be-
tween visual and textual modalities. Our com-
prehensive experiments demonstrate that the pro-
posed MMA method significantly mitigates hallu-
cinations and achieves state-of-the-art performance
across multiple video-language tasks, establishing
a new benchmark in the field.

1 Introduction
In recent years, the rapid development of large language mod-
els (LLMs) has significantly driven the progress of video-
language models (VLMs). By integrating visual encoders

∗ Corresponding author.

with LLMs, VLMs can handle various complex multimodal
tasks such as video captioning [Li et al., 2023a], visual ques-
tion answering [Yang et al., 2022], video editing [Dang et
al., 2024c; Dang et al., 2023a; Dang et al., 2024a; Dang et
al., 2024b], image or video classification [Li et al., 2024;
Ma et al., 2024b; Meng et al., 2024; Wang et al., 2024;
Meng et al., 2025]. They combine advanced vision and lan-
guage technologies to provide more accurate and context-
aware interpretations of video content. However, video-
language models encounter a significant challenge during
their development: Hallucination. Hallucination occurs when
the content generated by the model does not reflect the actual
information in the video, leading to fabricated or incorrect
descriptions.

Current research efforts aim to address hallucinations in
vision-language models from various perspectives. Some
approaches utilize cleaned datasets for instruction tuning to
enhance inference performance [Ma et al., 2024a], though
this is resource-intensive. Other methods design cross-modal
modules to bridge the modality gap, such as learnable in-
terfaces [Liu et al., 2024] and Q-Former [Li et al., 2023a].
Additionally, some models directly correct hallucinations in
model outputs through post-processing [Yin et al., 2024] or
improved decoding strategies [Leng et al., 2024].

However, many of these methods overlook the critical im-
portance of semantic alignment between modalities. Most vi-
sual encoders are trained primarily with language generation
loss, producing descriptive visual captions of salient objects,
actions, and scenes. This approach limits the discriminative
power of visual representations, as they do not learn negative
instances of concepts. We identify two core issues of halluci-
nations: (a) Insufficient semantic discrimination capabilities,
which impede accurate comprehension of semantic relation-
ships among visual concepts. (b) Downstream datasets are
often small, with limited diversity and uneven sample distri-
bution, leading models to favor predictions of common ob-
jects and their co-occurrences.

To address these challenges, we propose a multi-level mul-
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Figure 1: (Top-left) Existing methods utilize visual features that are not semantically aligned for text decoding. (Bottom-left) Our MMA
employs a multi-level multimodal semantic alignment strategy to mitigate the hallucinations. (Right) Our method effectively identifies
confusable objects, showcasing its capability to grasp complex semantics. It significantly outperforms MA-LMM in reducing hallucinations
and enhancing answer accuracy.

timodal alignment (MMA) strategy to enhance intermediate
visual features, combined with final language supervision,
guiding the model to generate more accurate and contextu-
ally aligned outputs. Specifically, we employ a text encoder
to convert text inputs into semantic features, facilitating align-
ment between visual and textual modalities through a seman-
tic discriminative loss. Our approach goes beyond simple
global representations by performing multi-level alignment,
aligning semantic features at various levels of the visual and
textual modalities. This strategy enables the model to capture
both high-level and low-level semantic relationships, reduc-
ing hallucinations by establishing precise correspondences
between video content and generated language.

To further enhance semantic alignment, we introduce a
two-stage progressive training strategy. We leverage larger
and more diverse datasets to expand the variety of seman-
tic features and better capture general semantic relationships
between visual and textual modalities. By integrating richer
semantic information into the model and refining the align-
ment process, we significantly reduce ambiguity and improve
performance across various video-language tasks.

Extensive experimentation demonstrates that our method
consistently outperforms existing models in reducing hallu-
cinations, improving multimodal alignment, and achieving

superior overall performance across multiple video-language
tasks. Our results suggest that the proposed approach effec-
tively mitigates hallucinations in large video-language mod-
els, laying a foundation for more reliable and accurate multi-
modal systems.

We summarize our main contributions as follows:

• We propose a novel multi-level multimodal alignment
strategy that incorporates textual semantic supervision
during visual encoding. This approach aligns semantic
features from both text and vision at multiple levels to
address hallucinations in large video-language models.

• We propose a two-stage training strategy that facilitates
progressive co-learning from general vision-text seman-
tics to task-specific semantics, utilizing a larger and
more diverse dataset.

• We conducted extensive experiments on the LVU and
MSVD datasets to compare our methods with other
VLMs. Our results show that our approach achieves
state-of-the-art performance across various downstream
video tasks, significantly improving the quality and re-
liability of video language models while effectively re-
ducing hallucinations.
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Figure 2: (Left) Framework overview. Framework overview. Long-Term Memory Bank and Q-Former are employed to encode visual
features. Text encoder extracts joint semantic features from the prompt and text label, achieving multi-level semantic alignment with visual
features through contrastive learning. The LLM then generates text outputs for various downstream tasks in video understanding. (Right)
Two-stage training strategy. In the auxiliary pre-training stage, semantic discriminant loss is utilized on a larger and more diverse video-
language dataset. In the task-specific training stage, both semantic discriminant loss and text decoding loss are applied to train on downstream
task datasets.

2 Related Work
2.1 Advancements in Long-Term Video

Understanding
Recent advancements in long-term video understanding have
been driven by multimodal LLMs (MLLMs), memory-
augmented architectures, and task-specific methods. Never-
theless, handling long-duration videos remains challenging
due to computational inefficiency, temporal dependencies,
and redundant information.

The integration of vision and language models has played a
key role in this progress. Early models like BLIP-2 [Li et al.,
2023a] combined pre-trained vision and language encoders,
enabling rich cross-modal reasoning for tasks such as video
captioning and visual question answering. Building on this
foundation, models like Video-ChatGPT [Maaz et al., 2023]
and Video-LLaMA [Zhang et al., 2023] incorporate video
transformers to better capture temporal dynamics. However,
they still face limitations with extended video sequences due
to fixed-size token compression, which leads to loss of crit-
ical semantics. TimeChat [Ren et al., 2024] addresses this
issue by introducing dynamic token compression, adjusting
the compression rate according to video length. This im-
proves temporal event localization and enhances modeling of

complex temporal relationships, advancing the capabilities of
multimodal video models.

2.2 Memory-Augmented Architectures and
Scalability Challenges

Memory-augmented architectures have become a key strategy
for long-term video understanding by retaining and referenc-
ing past frames to maintain temporal coherence. Models like
LongVLM [Weng et al., 2025] balance short- and long-term
memory to reduce redundancy in extended videos, though
they often struggle to preserve fine-grained visual details un-
der limited computational budgets. Hierarchical models such
as MeMViT [Wu et al., 2022] improve attention mechanisms
for long-form tasks but often underutilize token-level repre-
sentation, which remains essential for effective encoding.

Meanwhile, task-specific methods have advanced com-
putational efficiency across various video understanding
tasks [Dang et al., 2023b; Dang and Yang, 2022; Dang and
Yang, 2021]. Retrieval-augmented generation (RAG) inte-
grates external knowledge with generative models to reduce
cost, while approaches like STTS [Bertasius et al., 2021] im-
prove efficiency through early selection and merging of infor-
mative tokens. Despite these gains, capturing both local and
global temporal dependencies remains a central challenge for
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comprehensive long-duration video understanding.

2.3 Strategies for Mitigating Hallucinations in
Video-Language Models

Hallucination represents a significant challenge in VLMs,
significantly limiting their applicability in real-world scenar-
ios. Researchers have proposed a range of correction strate-
gies, broadly categorized into dataset dehallucination, ad-
dressing modalities gap, and output correction. However, hal-
lucination mitigation continues to be a significant obstacle,
especially in tasks requiring complex multimodal reasoning.

Dataset-level approaches, such as Text Shearing and
CIT [Hu et al., 2023], aim to mitigate hallucinations by im-
proving data quality, reducing overconfidence, and disrupt-
ing spurious co-occurrences in training data. Modality-level
methods, including visual fusion and perceptual reinforce-
ment, enhance cross-modal alignment and reduce semantic
misalignment. Output correction strategies, such as post-
generation refinement (Woodpecker [Yin et al., 2024]), fo-
cus on detecting and correcting hallucinations in model out-
puts. Despite promising results, these methods often come
with high computational costs or rely on extensive curated
datasets, limiting scalability. In this work, we propose a novel
framework that explicitly integrates language-level alignment
and an enhanced training scheme to address hallucinations,
achieving stronger semantic consistency and improved ro-
bustness across video-language tasks.

3 Method
3.1 Overview
We propose a novel video-language model with multi-level
multimodal alignment to mitigate hallucination in long-video
understanding tasks. The overall architecture of our method
is depicted in Figure 2. During the visual feature extraction
stage, the multi-level semantic discriminative loss aligns the
video embedding space with the language embedding space
through contrastive learning, enabling semantic injection in
the visual encoding process. The aligned visual features are
then input into the LLM for text decoding. During train-
ing, we adopt a two-stage training strategy. In the auxiliary
pre-training stage, we use a dataset rich in visual semantics
to pre-train the Q-Former, aiming to learn cross-modal gen-
eral semantics. In the task-specific training stage, with the
frozen LLM, we conduct more precise semantic learning on
task-specific datasets, thus alleviating the hallucination phe-
nomenon.

3.2 Multi-Level Multimodal Alignment
Visual Feature Extraction. To effectively capture the tem-
poral dynamics of long videos and aggregate the histori-
cal information of videos, similar to MA-LMM [He et al.,
2024], we obtain video frames sequentially in an autore-
gressive manner and store the video features in a long-term
memory bank. Additionally, we utilize the Querying Trans-
former [Li et al., 2023a; He et al., 2024] to initially align
the visual and text features. Specifically, given a sequence

of T video frames, we first input each video frame into a pre-
trained visual encoder to extract the corresponding visual fea-
tures V = [v1, v2, . . . , vT ], vt ∈ RP×C , where P represents
the number of patches per frame and C is the channel di-
mension of the frame features. Subsequently, a position em-
bedding layer is utilized to inject temporal ordering informa-
tion into the frame-level features, which are then stored in the
long-term memory bank to update the visual memory features
Ft = Concat[f1, f2, . . . , ft], Ft ∈ RtP×C and the query
memory features Zt = Concat[z1, z2, . . . , zt], Zt ∈ RtN×C .
Here, ft represents the frame-level feature, t is the current
time step, and N is the number of learnable tokens. We em-
ploy the Q-Former to interact the video memory features with
the learnable Queries, aiming to learn the textual represen-
tations of the visual features. In most of the existing video-
language models, the alignment of semantics between modal-
ities is merely attempted by relying on the frozen large lan-
guage model, while the semantic guidance and supervision of
natural language during visual encoding are neglected. This
results in deviations in the visual encoding process, making
it impossible to accurately transform the rich content in the
video into feature representations that highly match the tex-
tual semantics. When faced with videos containing complex
scenes or subtle actions, the model may misinterpret a cer-
tain visual concept in the video as another visual concept it
has encountered before. Therefore, during subsequent tasks,
the model generates inaccurate or irrelevant text descriptions,
which leads to the phenomenon of hallucination. We aim to
introduce text semantic supervision during the visual encod-
ing process to enhance the semantic discrimination ability of
visual encoding.

Inspired by CLIP [Radford et al., 2021], we introduce the
bert embedding layer [Devlin, 2018] as the text encoder Et

to extract text semantic features. We concatenate the text
prompt and text label and then feed them into the text encoder
to obtain the semantic embedding features ft.

ft = Et ([< prompt > + < label >]) . (1)
To achieve the semantic alignment of visual and text modal
features, we utilize the semantic discriminative loss to inject
text semantics during the training process of the visual Q-
Former. Specifically, in a batch of N (video, text) pairs, the
positive sample pairs are the N matching video-text pairs,
and the negative sample pairs are the N2 −N non-matching
video-text pairs in the batch. The semantic discriminative loss
maximizes the cosine similarity of the video and text embed-
dings of all positive sample pairs in the batch while minimiz-
ing the cosine similarity of the embeddings of all negative
sample pairs. Essentially, semantic discriminative loss fol-
lows the form of InfoNCE loss and learns a common seman-
tic embedding space for the visual and text modalities, which
can be expressed as:

Lsemantic= − 1

N

N∑
i=1

log
exp (fv

i · f t
i /τ)∑N

j=1 exp
(
fv
i · f t

j/τ
) , (2)

where fv
i represents the video semantic features output by Q-

Former, and f t
i represents the text semantic features output

by the text encoder. N is the batch size, and τ is the tem-
perature coefficient. During the training process, we update
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the parameters of the Q-Former and the text encoder, while
keeping the parameters of the visual encoder and the LLM
frozen.

Injecting text semantic supervision offers several potential
advantages: (1) It improves the learning process of visual en-
coding in Q-Former, enhancing its semantic discriminability.
(2) As a standardized representation, text semantic features
exhibit a stronger consistency with visual features, which ef-
fectively promotes the interaction of cross-modal informa-
tion.
Multi-Level Alignment. Semantic alignment at different
levels allows for the capture of text and visual information
across varying degrees of abstraction. In long-term video
understanding tasks, lower levels align basic visual features
such as the clothing colors of characters and the geometric
shapes of objects with the corresponding color and shape vo-
cabulary in the text. At higher levels, complex visual se-
mantics, like event flow and character relationships, can be
matched with more abstract concepts in the text related to
story development and character interactions.

To further enhance the semantic discriminability of visual
encoding, we extend the semantic discriminative loss to a
multi-level framework for improved semantic alignment. The
multi-level semantic loss can be expressed as:

Lmulti =
L∑

l=1

Ll
semantic

= − 1

N

L∑
l=1

N∑
i=1

log
exp (fv

i · f t
i /τ)∑N

j=1 exp
(
fv
i · f t

j/τ
) , (3)

where L represents the number of levels. In the experiment,
we adopted a two-level alignment scheme of aligning the out-
put features of Q-Former and aligning the input features of
the cross-attention mechanism. Finally, we achieve semantic
alignment of features across all levels of visual and textual
modalities using a multi-level semantic discriminative loss.
This enables our model to capture both high-level and low-
level semantic relations while effectively reducing hallucina-
tions by establishing precise correspondences between video
content and generated language.

3.3 Two-Stage Training
The training dataset is a significant factor contributing to hal-
lucinations in video-language models. On one hand, the lack
of diversity in some datasets results in the model having an
inadequate understanding of certain visual concepts, compli-
cating the alignment between video and text modalities. On
the other hand, the uneven distribution of objects in the train-
ing set causes the video-language model to favor predicting
common objects or frequently co-occurring combinations of
objects. Therefore, we propose a two-stage training scheme
that utilizes the extended dataset to improve the optimiza-
tion of the multi-level semantic discriminative loss. These
two stages are the auxiliary pre-training stage and the task-
specific training stage respectively.
Auxiliary Pre-Training Stage. In this stage, we utilize a
larger amount of data to infuse richer semantics into the train-
ing of the video-language model. Specifically, we initially

conduct pre-training on the WebVid dataset. Through this
process, the model can learn the general semantics between
the visual and language modalities. This serves as an aux-
iliary for the training of the video-language model in spe-
cific tasks. The WebVid-5K dataset contains a vast variety
of video clips with corresponding textual descriptions. By
exposing the model to this extensive and diverse data source,
it can capture a wide range of semantic relationships that ex-
ist in the real world. This helps the model to generalize better
and build a more solid foundation for subsequent task-specific
training.
Task-Specific Training Stage. Once the pre-training process
of the auxiliary pre-training stage is completed, we proceed
with further training on other datasets to achieve semantic
alignment for specific task. This two-step approach is de-
signed to leverage the knowledge acquired during the initial
pre-training phase and fine-tune the video-language model
according to the requirements of the specific task. This pro-
gressive learning process from large-scale general semantics
to task-specific semantics allows the video-language model
to continuously refine its semantic understanding. It grad-
ually narrows down its focus from the broad semantic space
learned during pre-training to the specific semantic domain of
the target task. Through this iterative process of learning and
adaptation, the model can capture more accurate cross-modal
semantic relationships, which in turn leads to enhanced per-
formance in generating high-quality outputs for the specific
task.

3.4 Training Objectives
We input the output features of the Q-Former, which contains
all sequential historical information at the final time step, into
the LLM for text decoding. During training, given a labeled
dataset consisting of video and text pairs, our model is super-
vised using the standard cross-entropy loss:

Ltext = − 1

S

S∑
i=1

logP (wi|w<i, V ), (4)

where V represents the input video and wi is the i-th ground-
truth text token. In the auxiliary pre-training stage, we only
use the semantic discriminative loss to train the Q-Former and
text encoder, and do not use the LLM for text decoding. How-
ever, in the task-specific training stage, we carry out the train-
ing using two loss functions simultaneously. The overall loss
function can be expressed as

L = λmulti · Lmulti + λtext · Ltext, (5)

where λmulti and λtext are hyper-parameters to trade off the
two parts.

4 Experiments
4.1 Dataset
Experiments are conducted on two widely used long-term
video datasets: The LVU dataset [Wu and Krahenbuhl, 2021]
consists of more than 30,000 video clips, each ranging from
1 to 3 minutes, sourced from approximately 3,000 movies in
diverse real-world contexts. The MSVD dataset [Chen and
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Model Content Metadata Avg
Relation Speak Scene Director Genre Writer Year

Obj_T4mer [Wu and Krahenbuhl, 2021] 54.8 33.2 52.9 47.7 52.7 36.3 37.8 45.0
Performer [Choromanski et al., 2020] 50.0 38.8 60.5 58.9 49.5 48.2 41.3 49.6
Orthoformer [Patrick et al., 2021] 50.0 38.3 66.3 55.1 55.8 47.0 43.4 50.8
VideoBERT [Sun et al., 2019] 52.8 37.9 54.9 47.3 51.9 38.5 36.1 45.6
LST [Islam and Bertasius, 2022] 52.5 37.3 62.8 56.1 52.7 42.3 39.2 49.0
VIS4mer [Islam and Bertasius, 2022] 57.1 40.8 67.4 62.6 54.7 48.8 44.8 53.7
MA-LMM [He et al., 2024] 58.2 44.8 80.3 74.6 61.0 70.4 51.9 63.0
MMA (Ours) 62.6 41.9 83.0 79.9 62.1 70.6 54.9 65.0

Table 1: Comparison with state-of-the-art methods on long-term video understanding task using the LVU dataset.

Dolan, 2011] contains approximately 120K sentences sum-
marizing more than 2,000 video snippets, collected via Me-
chanical Turk in the summer of 2010.

4.2 Implementation Details
For the visual encoder, we adopt the pre-trained image en-
coder ViT-G/14 [Alexey, 2020] from EVA-CLIP [Fang et al.,
2023], which can also be replaced with other CLIP-based
video encoders. We utilize the pre-trained Q-Former weights
provided by InstructBLIP [Dai et al., 2023] and use the col-
lected WebVid-5k [Bain et al., 2021] dataset for the first stage
of training. Additionally, we employ Vicuna-7B [Chiang et
al., 2023] as the large language model (LLM). The hyper-
parameters of the loss function in our method are set as:
λmulti = 0.5 and λtext = 1. All experiments are conducted
on 4 V100 GPUs.

4.3 Quantitative Results
Long-Term Video Understanding. We compared our
method with the state-of-the-art approaches previously re-
ported on the LVU benchmark, and the results are shown in
Table 1. It is noteworthy that our method outperforms ex-
isting long-term video models (MA-LMM [He et al., 2024],
ViS4mer [Islam and Bertasius, 2022], VideoBERT [Sun et
al., 2019], and Object Transformer [Wu and Krahenbuhl,
2021]) in both content understanding and metadata predic-
tion tasks. This result in significant improvements in most
tasks, with an increase in the average top-1 accuracy by 2.0%
compared to the MA-LMM model. The result demonstrates
the superior long-term video understanding capability of our
method. Unlike previous models, our method performs se-
mantic alignment of video content at multiple levels, enabling
the model to achieve a more precise understanding of the
questions posed in the video.
Video Question Answering. To compare with existing mul-
timodal video understanding methods, we conducted exper-
iments on the MSVD [Chen and Dolan, 2011] video ques-
tion answering (VQA) datasets included in Table 2, to vali-
date that using prompts for multi-level alignment enables the
model to better understand its task and describe objects in
videos.We observed that the introduction of multi-level align-
ment brings about an enhancement in performance, confirm-
ing its role in strengthening the model’s ability to align se-
mantics. Conducting two-stage training based on multi-level

Model MSVD
FrozenBiLM [Yang et al., 2022] 54.8
GiT [Wang et al., 2022] 56.8
mPLUG-2 [Xu et al., 2023] 58.1
UMT-L [Li et al., 2023b] 55.2
VideoCoCa [Yan et al., 2022] 56.9
Video-LLaMA [Zhang et al., 2023] 58.3
MA-LMM [He et al., 2024] 60.6

MMA (Ours) 60.9

Table 2: Comparison with state-of-the-art methods on the video
question answering task using MSVD dataset.

alignment enables the model to learn more concrete semantic
information, reducing model hallucination issues. It is worth
noting that our results also surpass the recent MA-LMM on
these datasets, highlighting the significant improvement our
model provides in video question answering.
Ablation Study. To evaluate the effectiveness of the multi-
level multimodal alignment strategy and the two-stage train-
ing strategy, we conduct comprehensive ablation experiments
on the LVU relation dataset. The experimental results are
shown in Figure 3.

0 20 40 60 80
Top-1 Accuracy (%)

58.2

61.5

62.6

Figure 3: Ablation results of effect of multi-level multimodal align-
ment and two-stage training on the LVU Relation.
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Figure 4: Ablation experiment of multi-level alignment module.

The results show that employing a multi-level alignment
strategy based on the baseline yields performance improve-
ments of 3.3%. This indicates that multi-level multimodal
alignment effectively integrates textual semantics into the
training of the video language model, enhancing the training
process of Q-Former and significantly improving recognition
accuracy in long video understanding tasks.

The results in Figure 3 also show that applying the combi-
nation of the multi-level multimodal alignment strategy and
the two-stage training approach, applied on top of the base-
line, results in performance improvements of 4.4% on the
LVU relation dataset. Furthermore, the experimental accu-
racy achieved with this combined approach surpasses that
of using only the multi-level multimodal alignment strategy.
This demonstrates the effectiveness of the two-stage training
approach, which enables VLMs to learn richer semantics.

Figure 4 shows the results regarding the effects of various
alignment strategies and sampling frames. When performing
single-level alignment on only using the first three frames,
the performance improved compared to the baseline. We use
multi-level alignment, achieving a score of 61.5%, which fur-
ther validates the effectiveness of the alignment strategy. We
attempted to modify the frame sampling method by testing on
the first two frames and the first and last frames, respectively,
and the results showed no change in top-1 performance. Ad-
ditionally, using more frames in multi-level alignment does
not bring any performance gains. Multi-level alignment im-
proved model performance compared to single-level align-
ment, demonstrating the superiority of the multi-level align-
ment method. Finally, with the addition of two-stage training,
the performance improved again, indicating that the align-
ment of additional data enables the model to better mitigate
hallucination phenomena.

4.4 Visualization
Figure 1 (right) shows the comparison results between our
method and the baseline method MA-LMM on the long-term
video understanding task.

Video

Video Recognition 
Results comedy

Ours

Q: What is the genre of the movie ?

Video Recognition 
Results friend

Ours

Q: What is the relationship of the movie ?

Video Recognition 
Results office

Ours

Q: What is the scene of the movie ?

Video

VideoVideo

Figure 5: Visualization results of our method on long-term video
recognition task on LVU dataset.

Figure 5 shows the qualitative results of our method on the
long-term video understanding task of the LVU dataset. In
the “comedy” genre judgment (top), the model accurately de-
termined the movie genre based on the video content, demon-
strating its understanding of visual elements such as the plot
and its capacity to align with semantic concepts. In the
“friend” relationship recognition (middle), the model suc-
cessfully inferred the relationship between characters, show-
casing its ability to effectively capture and analyze visual in-
formation, including character interactions. In the “office”
scene recognition (bottom), the model correctly identified the
scene, illustrating its proficiency in analyzing and classifying
visual elements like the video background and accurately out-
putting semantic information. These three examples collec-
tively demonstrate that our model effectively captures com-
plex semantic information while minimizing the occurrence
of hallucinations.

5 Conclusions
In this work, we present a novel framework that directly ad-
dresses the challenge of mitigating hallucinations in large
video-language models. By incorporating language-level su-
pervision and alignment during training, our approach en-
hances semantic consistency between video and text modali-
ties, effectively reducing the impact of noisy or misaligned
data. The use of an expanded dataset and improved se-
mantic discrimination loss further strengthens cross-modal
alignment by introducing more diverse and semantically rich
representations. Experimental results across various video-
language tasks show that our method not only significantly
reduces hallucinations but also achieves state-of-the-art per-
formance, setting a new benchmark for future research. This
work paves the way for more accurate and robust video-
language understanding, with broad applications in video
analysis, multimodal learning, and beyond.
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