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Abstract

Accurate planning models are a prerequisite for
the appropriate functioning of AI planning applica-
tions. Creating these models is, however, a tedious
and error-prone task – even for planning experts.
This makes the provision of automated modeling
support essential. In this work, we differentiate be-
tween approaches that learn models from scratch
(called domain model acquisition) and those that
repair flawed or incomplete ones. We survey ap-
proaches for the latter, including those that can be
used for domain repair but have been developed
for other applications, discuss possible optimiza-
tion metrics (i.e., which repaired model to aim at),
and conclude with lines of research we believe de-
serve more attention.

1 Introduction
AI planning (or: automated planning) allows the autonomous
generation of courses of actions – action plans that can serve
as basis for autonomous behavior. Planning systems rely on
planning models, a formal representation of the environment
(most notably the available actions). For any application, it is
of crucial importance that these models are correct. Incorrect
models could lead to suboptimal system behavior (e.g., not
even allow to generate certain plans according to the model
that would be possible in the real world) or produce incorrect
plans (i.e., those that do not work in the real world). In the
extreme case, incorrect models might lead to safety issues for
the system and the deployment application.

Work on Knowledge Engineering for Planning and
Scheduling (KEPS) has thus been a long-standing research
area, with various approaches and tools supporting in the
domain engineering process (see a recent overview by Val-
lati and Kitchin [2020]). Most tools directly support writing
PDDL [Haslum et al., 2019] (the de-facto standard descrip-
tion language for planning problems), such as the well known
online PDDL editor planning.domains [Muise and Lipovet-
zky, 2020], which offers standard programming capabilities
like syntax highlighting, auto-completion, and a few plug-
ins for more advanced capabilities by third parties. Similar
ideas were implemented in WebPlanner [Magnaguagno et al.,

2020], another online PDDL modeling tool that is unfortu-
nately not available anymore. Offline tools also exist, such
as MyPDDL [Strobel and Kirsch, 2020], itSIMPLE [Vaquero
et al., 2007], or the PDDL plugin for Visual Studio Code.
Whereas these tools are extremely useful (and hence exten-
sively used), their intelligent support for developing or re-
pairing domains autonomously is limited, as they focus on
standard programming environment capabilities and visual-
izations, and do not explicitly support refinement and main-
tenance of existing models. Recent work by Grundke et al.
[2024] is also worth mentioning, although it is purely theo-
retical. They propose a framework based on PDDL axioms
that allows to characterize the set of legal planning problems,
which they envision can lead to a domain-independent prob-
lem creator with valid problem instances.

Approaches for encoding planning knowledge models can
– as we propose in this survey – roughly be categorized along
two dimensions: Domain acquisition/learning and Domain
repair. The first can be considered as starting from scratch,
i.e., with an initially empty/non-existent model plus addi-
tional data from which the model can be learned and formu-
lated. This research area is quite prominent — so much so
that even a few surveys exist already [Jiménez et al., 2012;
Arora et al., 2018; Jilani, 2020]. As a first contribution, here
we provide a definition of domain model repair to be, infor-
mally, the setting where we are also given an initial model to
repair – this setting hence generalizes the latter as it is also
able to take an initially empty given model into account that
is supposed to be repaired.

To the best of our knowledge, no survey on model repair
exists as of yet – which is what we provide in this work.
Most notably, we do not just survey works that have been
specifically developed for intelligent modeling support, but
also those that could be used for that purpose (as they inter-
nally use model repair techniques), but were developed for
different application scenarios, thus making their relevance
less apparent within this important research landscape. For
the surveyed work, we aimed for completeness within the
field, while focusing on publications from top-tier venues
(most work is from AAAI, IJCAI, and ICAPS, but we consid-
ered all top-tier venues in our area). We specifically excluded
workshop publications or other venues that are not top-tier.

We also provide a short discussion on comparing planning
models, which is essential in our context as it is a non-trivial
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question which repaired model – among all those satisfying
the given constraints – should be chosen.

In the end, we summarize the existing works and conclude
by stating which research questions in the field of model re-
pair are yet underrepresented and deserve further attention.

2 Planning Formalism
Although model repair is possible for any devisable plan-
ning framework (i.e., no matter how expressive it is, e.g.,
whether it supports time, uncertainty, partial observability,
disjunctive preconditions, conditional effects, object creation,
hierarchies, or any other extension), most approaches at the
time have been developed for the lowest level of expressiv-
ity, where these extensions are not present. We hence re-
strict ourselves to formally explaining the most simplistic
version, classical planning, and then extend it to hierarchi-
cal planning, as all other extensions can be combined with
both of them. For the sake of simplicity, we focus on pro-
viding a propositional framework, and later briefly explain
how models are specified in practice using standard descrip-
tion languages such as PDDL [Haslum et al., 2019] (for
classical/non-hierarchical problems) or HDDL [Höller et al.,
2020] (for hierarchical models).

A classical planning domain model D = (F,A) consists of
the finite set of existing facts that encode all possible world
properties. The set of collections of facts, 2F (the power set
of facts), is called the state space, and every member s ∈ 2F

is called a state. We assume the closed world assumption,
meaning that all f ∈ s hold in that state, but all f ′ /∈ s
do not hold in that state. A ⊆ 2F × 2F × 2F × 2F is a
finite set of actions. Actions describe state transitions, spec-
ifying the conditions in which states they are applicable and
describing how said states change. More specifically, each
action is a 4-tuple a = (pre+, pre−, eff +, eff −), with posi-
tive and negative preconditions and effects, respectively. An
action a is said to be applicable in state s ∈ 2F if and only
if pre+ ⊆ s and pre− ∩ s = ∅, thus specifying which state
features must be true and which are not allowed to be true.
If a is applicable in state s, it generates the successor state
s′ = (s \ eff −) ∪ eff +.

Having defined the domain model, we can now define the
planning problem, formally given as a 3-tuple (D, sI , g), con-
sisting of its planning domain model, an initial state sI ∈ 2F ,
and a goal description g ⊆ F , which describes all facts that
we’d like to have achieved. We call a state goal state if it
makes all goals true. Thus, g implicitly defines a set of goal
states {s | s ⊇ g}. One could also allow the exclusion of
facts (rather than just the inclusion), but that is usually not
done in the formalism for the sake of simplicity.

Solutions are action sequences that turn the initial state into
a goal state. More formally, an action sequence a1, . . . , an is
called a solution (or plan) if and only if there is a sequence of
states s0, . . . , sn, such that s0 = si and for each 1 ≤ i ≤ n,
ai is applicable in state si−1 and generates state si, and sn ⊇
g, i.e., the sequence generates a goal state.

We now proceed with totally ordered Hierarchical Task
Network planning (which we just refer to as HTN planning,
for short) [Bercher et al., 2019]. Here, actions are organized

in a hierarchical manner, for which we add so-called com-
pound tasks, that can be refined into sequences of primitive
and compound tasks (where primitive tasks are a new name
for actions in the context of HTN planning) using refinement
rules (similar to formal languages), called (decomposition)
methods. More formally, an HTN domain model is a tuple
D = (F,C,A,M), where F and A are finite sets of facts
and actions as before, C is a finite set of strings, so-called
compound tasks (or compound task names), and M is a set
of methods. Each method formally is a 2-tuple (c, t̄), where
c ∈ C is a compound task and t̄ ∈ (C ∪ A)∗ is a (possi-
bly empty) task sequence. Now, a task sequence t̄1ct̄2 can
be refined by a method (c, t̄0) ∈ M into the sequence t̄1t̄0t̄2.
An HTN planning problem is given by the tuple (D, sI , t̄, g),
consisting of an HTN domain model D, an initial state sI , an
initial task sequence t̄, and a goal description g.

Finally, an HTN solution is simply a classical solution (i.e.,
action sequence) ā to the induced classical planning problem
that can be obtained from t̄ using the decomposition methods.
In other words, HTN planning acts as a “filter” on classical
planning problems, where some plans that would usually be
considered solutions are now ruled out, as only those (appli-
cable, goal-generating) action sequences are considered solu-
tions that can be obtained by adhering to the task hierarchy.

Finally, note that the formalisms presented above were
fully propositional, which is not how problems are modeled in
practice. Consider a simple Logistics domain, where we have
a set of locations (say L1 to Ln), a number of packages (say P1

to Pm), and trucks that can drive between locations to deliver
packages. To model this, one needs to express at which lo-
cations packages may be, giving rise to a predicate at(?p, ?l)
encoding that package ?p is at location ?l. Using facts, we
would require one fact for each instantiation, e.g., facts at-P1-
L1 to at-Pm-Ln, leading to m · n facts instead of just a single
predicate and a set of n and m objects. This explosion scales
exponentially in the arity of predicates. Likewise, actions are
in practice not using facts either, but similarly a representa-
tion using variables, such as drive(?t, ?l1, ?l2), which allows a
truck (?t) to drive from one location (?l1) to another (?l2), us-
ing only variables in the problem specification. Such actions
are called action schema, yet can be turned into the presenta-
tion from above by simple “grounding”, i.e., instantiating all
variables with all possible constants. Such schematic plan-
ning languages are called lifted, and usually expressed in the
modeling languages PDDL [Haslum et al., 2019] (for classi-
cal planning and many of its extensions) and HDDL [Höller
et al., 2020] (for HTN planning).

3 On Model Repair vs. Model Acquisition
In this survey, we focus on approaches for performing model
repair. Informally, model repair can be defined as the process
of refining a given model according to a set of constraints that
should be satisfied, by making changes to the model (e.g., add
new actions, change actions’ parameters, or their precondi-
tions and effects). While this notion gives a good intuition of
the model repair task, it might not be sufficient to crisply dis-
tinguish between model repair and model acquisition for the
purposes of this survey, i.e., to give a concise inclusion and
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exclusion criterion of the work surveyed.
A large number of automated approaches to model acqui-

sition starts from an initial (partial) model, which is then re-
fined according to some domain knowledge provided under
the form of either plan traces or given transition systems.
An early example is the work(s) by McCluskey et al. [2002],
where partial domain information in terms of predicates, in-
variants, etc., is given (though in a description language dif-
ferent from standard PDDL), and a mixed-initiative process
builds the action model based on user-provided action traces,
which are action names with their instantiated arguments1.
Their system also allows the creation of hierarchical models.
We refer to existing surveys on domain model learning for
further information [Jiménez et al., 2012; Arora et al., 2018;
Jilani, 2020].

Usually, initial models are just minimalistic ones that allow
the learning to start in the first place (e.g., by providing action
names), whereas we regard model repair as having a “more
complete model” (which could be created by model acquisi-
tion in the first place, or otherwise also modeled by hand) that
is potentially either not entirely complete, not correct, or not
optimal, and so it is repaired to ensure that it satisfies all those
properties that we would like to have satisfied.

To solve the classification conundrum, here we rely on the
model development taxonomy introduced by McCluskey and
Porteous [1997]. The taxonomy considers four levels of mod-
els: initial, compilable, runnable, and proven.

• Initial models are not syntactically correct and encode
only some of the aspects of the domain at hand.

• Compilable models are syntactically correct, according
to the target language, and can be parsed by planning
engines or syntax validators, but they do not encode the
full dynamics of the domain.

• Runnable models are syntactically correct and can be
used to solve at least a subset of problems from the target
domain, when an appropriate planning engine is used.

• Proven models satisfy the requirements of the target ap-
plication and can be used in production. They embody
the properties of accuracy, consistency, completeness,
adequacy, and operationality [McCluskey et al., 2017].

On the basis of this taxonomy, we can define model acqui-
sition approaches as those that extend or refine input models
that are either initial, or (more common) compilable. Please
note that we consider an empty model as initial. This means
that they start in the early stages of model creation. In con-
trast, we do not have such a requirement for model repair,
meaning that they also could also start in later stages, i.e., to

1At first glance this might appear as in instance of a repair prob-
lem, since partial models are already available to build on. How-
ever, given that preconditions and effects are not specified yet, these
models can not be “runnable” yet. Further, the model given can be
regarded similar to additional information in learning approaches,
such as transition systems. Also note that their technology seems
to easily work as well with existing preconditions and effects given,
especially since the process is not fully automated. So, one could
also regard it suitable for repair problems.

refine runnable and proven models. In the following we pro-
vide additional details on the two classes and the proposed
rough categorization.

3.1 Model Acquisition
Model acquisition, also referred to as model formulation, ar-
ticulation, or model learning in the literature [McCluskey et
al., 2017; Vallati and McCluskey, 2021], is the process of en-
coding domain knowledge into a model that can be provided
as input to a planning engine to generate solutions. Please
note that, as presented in Section 2, the domain model is the
set of predicates/facts and actions in case of non-hierarchical
planning, and also compound tasks and decomposition meth-
ods in case of hierarchical planning.

Let us now define this process more formally, according to
the considered model development taxonomy.

Definition 1. The model acquisition process is the process
where an initial or compilable model is refined according to
available domain knowledge.

Please note that the definition does not fully characterize
the level of the resulting refined model – since this depends on
the quality and characteristics of the provided domain knowl-
edge. There are no restrictions on the way in which the do-
main knowledge can be provided.

There are a number of surveys already focusing on the
model acquisition process, hence this is not the target of this
work. The interested reader is referred to overviews of the
field [Jiménez et al., 2012; Arora et al., 2018; Jilani, 2020].
The recent works by Aineto et al. [2018] and Balyo et al.
[2024], although not surveys, have comprehensive related
work sections that give excellent overviews of the field.

3.2 Model Repair
The process of model repair can encompass different tra-
ditional knowledge engineering processes, such as mainte-
nance and evolution [McCluskey et al., 2017; Vallati and Mc-
Cluskey, 2021], according to the underlying cause of the re-
pair and the extent of the modifications.

Definition 2. The model repair process is the process where
a given model is refined, according to a set of provided con-
straints into a model that satisfies these constraints.

Note that also in this definition, we do not specify the re-
sulting level of the refined model. Whereas in practice we
assume that often one starts with a model that is already
runnable or proven and hence has to also result into a similar
or higher level, we also regard it conceivable to get supported
in early development stages, where further manual modeling
might be required to finish the model.

Further, note that in the definition on model acquisition
the input is domain knowledge, whereas here the input are
constraints. In principle, they can be the same, though we
used different terminologies since domain model acquisition
is usually done in earlier stages, where also more funda-
mental domain knowledge has to be provided, such as entire
state transition systems or large amounts of plan traces that
would allow to derive a model from it. In contrast, we ex-
pect model repair to be deployed in later development stages,
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usually even for runnable or proven models. Hence, the do-
main knowledge provided here might be less comprehensive
and only point to properties that we would like to be satis-
fied, rather than providing large amounts of data that allow
the model to be derived in the first place.

One can also observe that according to our classification,
it follows that domain model repair can be regarded a gen-
eralization of model learning, as it can take an initial (more
complete) model into account, whereas typical domain model
learning approaches start much earlier and do not aim at mak-
ing changes, but provide the required information (e.g., pre-
conditions and effects) in the first place.

Also, we are deliberately abstract in what these “con-
straints” could be, as their definition is limited only by cre-
ativity and the specific requirements of the given application
domain. In fact, one of the purposes of this survey – on top of
providing this classification and pointing to recent develop-
ments in model repair – is to make aware of the huge amount
of model repair techniques that are conceivable, as there is
almost no limit on which properties could be posed as con-
straints. We are going to see several of these constraints
that have been used in literature for model repair, but pro-
vide further examples here, although not yet implemented by
any work we are aware of. Constraints that could be pro-
vided might encompass: Plan traces: One or more action
sequences could be provided, and required to be solutions in
the respective planning problems. Likewise, such plan traces
could be demanded to not be solutions (e.g., if observed to
not work in the environment). Properties of state transition
systems: One could demand that all executable action se-
quences, or just all solutions (or optimal ones, etc.) show
specific properties. A well-known one is mutex relations. So,
we could demand that certain facts never occur at the same
time in any produced state. For example, demanding that in
a logistics domain that deals with the transportation of pack-
ages, no truck can ever be at two locations at the same time,
i.e., no at(?p, ?l1) and at(?p, ?l2) can be true in the same
state for any two different ?l1 and ?l2. Mutex relations can be
inferred already [Helmert, 2006; Alcázar and Torralba, 2015;
Fišer and Komenda, 2018] from a model or problem speci-
fication, but as of yet, to the best of our knowledge, no ap-
proach allows to establish them by a repair.

The above are just some examples to show that any prop-
erty a planning domain model could possess could also be
posed as constraint, which a respective model repair system
then had to achieve by changing the model. An important
question is which properties would help a domain modeler
to ensure that the encoded model does possess the required
properties – where many could be envisioned. Also, the
examples given above could easily be generalized: finitely
many given plan traces could be generalized to infinitely
many by using a regular expression over action names or
grammar-like structures like in hierarchical planning. Even
more general properties are conceivable, like “there is at least
one solution” or solutions of certain length or cost. Like-
wise, mutex relations are just a special case of more gen-
eral properties as can be expressed by Linear Temporal Logic
(LTL) [Pnueli, 1977; Lin and Bercher, 2022]. Linear Tempo-
ral Logic (LTL) is a formalism to express temporal properties

over sequences of states, such as “no package is ever in two
places at once” or “every package is eventually delivered”.
It is worth noting that there are approaches that enforce that
LTL (or related) constraints are respected by all solutions by
applying only actions in line with the constraints [Bacchus
and Kabanza, 1998; Chrpa et al., 2020], which is, however,
different from making sure that the actions by themselves
(i.e., by changing their preconditions/effects) make these LTL
formulae true, which would be the idea behind using them for
model repair.

Finally, note that there are usually many (repaired) plan-
ning models that satisfy the given constraints. The ques-
tion which of those is to be preferred is hence an important
one and a research question on its own (yet still underrepre-
sented). We show existing work and discuss it in Section 5.

4 Model Repair Approaches
It is worth noting that while some works explicitly mention
the application domain modeling support, not all of them do.
In the following, we review the work that explicitly performs
a model repair process as per our definition – even if they
do not envision the application of modeling support. We or-
ganize this section by what constraints are posed onto the
model/problem to satisfy.

4.1 Constraint: Make Problem(s) Solvable
One of the most prominent constraints posed onto planning
models is to demand that a given (set of) problem(s) is solv-
able. I.e., in the works reviewed below, the input is always
a planning problem that does not admit a solution (or if they
do, then no repair will be required).

The first and oldest work we review is also the least re-
lated. The reason is that this survey focuses on model repair,
which implies that an incomplete or flawed domain model
is the cause of the issue, thus requiring changes. The first
work that fixes unsolvable (classical) planning problems, by
Göbelbecker et al. [2010], does however make problems solv-
able by making changes to the initial state, not by changing
action definitions. Although this work does thus not quite fit
our inclusion criterion, we list it here due to its importance
and potential for incorporation into approaches that also al-
low changing action definitions. Their approach finds solu-
tions, i.e., changes to the initial states that make the respective
problem solvable, by compiling this “repair problem” into an-
other classical planning problem. They define different kinds
of “repairs”, called excuses in their work (a repair is an “ex-
cuse” that justifies the unsolvability), and provide complexity
results for these problems.

A mostly theoretical work, though with potential practi-
cal application, shows that the task of making an unsolvable
problem solvable – by changing the initial state, adding new
actions, or changing the goal description – can be modeled
using a variant of Propositional Dynamic Logic [Herzig et
al., 2014]. We are not aware of any implementation of their
framework, though also argue that only adding actions rather
than revising the existing ones is more related to model learn-
ing than to model repair.

A practical approach that has been widely used in the con-
text of “explaining unsolvability” (or plan invalidity) is state
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abstraction [Sreedharan et al., 2021b]. For example, works
have looked at using abstractions as a means for identify-
ing counterfactual models where the plans of certain desired
properties may be valid [Krarup et al., 2024], or they can be
used to identify the simplest abstraction of the problem that
is still unsolvable or the desired plans are still invalid. In the
former case, the counterfactual model allows the users to see
what properties should be relaxed to get desired behaviors.
As for the latter case, modeling support tools like D3WA+
[Sreedharan et al., 2020] have shown how focusing on these
simpler abstractions allows one to more easily isolate errors
in the model. While these approaches do not make the re-
spective unsolvable problem directly solvable, the explana-
tions provided can point towards problematic parts.

The work by Gragera et al. [2023b], in contrast, does fully
fit our definition of model repair, as they attribute unsolvabil-
ity to flawed action models and provide repairs that fix the
issue. That is, their repairs change preconditions and effects
to make the respective problem solvable. Their repairs are
however not “complete” in the sense that they cannot change
action preconditions and cannot delete effects, they only sup-
port adding missed effects (positive and negative), but cannot
change any. Their approach can further still be extended by
allowing to specify multiple unsolvable (or solvable) plan-
ning problems at the same time, all for the same underlying
model, to find one set of repairs for this single model, turning
all problems solvable. Similar to the work by Göbelbecker et
al. [2010], they also solve the problem by an encoding into a
planning problem. They put particular effort into designing a
useful metric that specifies which repairs are preferred. They
also made their technology available in a user-friendly tool
[Gragera et al., 2023a].

Closely related is the earlier work by Aineto et al. [2019],
which supports the same setting as a special case. Their gen-
eral setting is domain learning, where they allow start learn-
ing from scratch, i.e., they do not require an initial partial
model where actions do already show preconditions and ef-
fects. However, they also do support such a partial model
and allow extending it. Furthermore, their input also allows
for (partially) observed state and action traces – but they also
support the special case where only an initial and final state
is being observed, where the action sequence to explain this
still needs to be found. This coincides with finding repairs
for making the problem solvable. Their work also solves the
problem via a compilation to planning problems.

For HTN planning, we are only aware of one approach for
repairing unsolvable problems [Xiao et al., 2020]. In their
problem definition, the authors neither aim for changing the
initial state nor for changing action definitions, but follow an
HTN-specific route. As explained in Section 2, only those
action sequences can be considered solutions that can be gen-
erated from the initial task network by adhering the decompo-
sition methods. Their approach to repair thus aims at making
the problem solvable by completing the task hierarchy, i.e.,
by adding missing actions (from the existing action portfolio)
into the existing methods. They do so by interpreting the un-
solvable (lifted) HTN problem as a TIHTN problem [Geier
and Bercher, 2011; Alford et al., 2015], HTN planning with
task insertion, where one task network can not just be turned

into another by decomposition as explained in Section 2, but
also by inserting actions, thus leading to a larger set of possi-
ble solutions. Once they found a solution to the TIHTN prob-
lem (that now contains additional actions, those that made
the problem solvable), they decide into which decomposition
methods to insert them, thus turning the HTN problem solv-
able. The decision of which method to extend is guided by
a user-specified preference model that tells which method is
more likely to have missing actions.

4.2 Constraint: Include/Exclude Given Plans
In this section, we review papers where the constraints de-
mand that a given set of plans is turned into a solution, or,
likewise, where such a plan is excluded from the solution set
– by appropriate changes to the domain model.

It is noteworthy that all those approaches that turn input
plans into solutions can thus also be used to make unsolv-
able problems solvable. In contrast to the approaches above,
they do however require the additional input of the respec-
tive plan(s). Yet, this also gives more explicit control on how
the repairs look like. It furthermore makes the problem eas-
ier as fixing unsolvable planning problems without input plan
is PSPACE-complete [Göbelbecker et al., 2010], but much
easier if one is provided (as outlined next).

Based on an incomplete (lifted) STRIPS problem, and a set
of plan traces, Zhuo et al. [2013] propose a technique exploit-
ing MAX-SAT solving to turn all provided plans into solu-
tions of the repaired model. In their work, incomplete means
that preconditions or effects might be missing, so their work
can only add those, but not remove any. They also generate
additional macro actions.

The work by Aineto et al. [2019] was already mentioned in
the previous section. In addition to supporting pairs of initial
and final state, they also support partial and full observation
of state and plan traces. As special case, they therefore also
support the provision of plan traces only. They however only
support adding preconditions and effects, not changing any.

Lin and Bercher [2021] analyzed the computational com-
plexity of two problems: Given a propositional classical plan-
ning problem (without negative preconditions2) and a se-
quence of actions, what is the complexity of deciding whether
k repairs (adding or removing preconditions and/or effects)
exist? And: Given a propositional (total-order) HTN prob-
lem and a sequence of actions, do any repairs exist (adding
or removing actions to methods) that make that sequence
reachable from the initial task network? Both problems have
been identified to be NP-complete in general, though special
cases were identified in which the problem becomes tractable.
Their results for total-order HTN problems were later ex-
tended to a partial-order setting (where methods and the ini-
tial task network may be partially ordered) [Lin and Bercher,
2023]. Results remain NP-complete, but further sources of
hardness were identified, making the problem tractable when
eliminated. They now also propose the inclusion of plans
that are required to not be solutions (i.e., that one should not

2Restricting propositional problems to not have negative precon-
ditions is a common assumption as it makes the problem formaliza-
tion and heuristic design easier.
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be able to achieve them using the hierarchy) and proved the
problem where both kinds of problems are available to be
NP-hard and in Σp

2, the next level in the polynomial hierar-
chy after NP. Coming back to the first question, k-bounded
repair for classical problems, Lin and Bercher [2021] inves-
tigated the complexity of propositional problems. In their
newest work, they looked at the same problem, but first in
a ground setting, where there is the additional constraint that
preconditions and effects can not be changed arbitrarily any
more, as preconditions and effects have to be compatible
with the action arguments. For example, the action schema
drive(?t, ?l1, ?l2) can only use predicates that use variables
?t, ?l1, and ?l2. This prevents, for example, to add precondi-
tions or effects involving a truck different from ?t, any loca-
tion different from ?l1 and ?l2, or anything not a truck or loca-
tion. For these further constrained problems, Lin et al. [2025]
could show NP-completeness as well. For the fully lifted set-
ting, where only the input plan is ground, but the model is
still lifted, tight bounds remain open as only NEXPTIME-
membership could be shown on top of NP-hardness.

The group also worked on solving these problems in prac-
tice. For classical problems, they proposed an approach based
on computing a sequence of hitting set problems [Lin et al.,
2023]. They argue this to be a natural fit, given that both prob-
lems are NP-complete (noting that the approach aims at find-
ing a minimal number of repairs). Their approach can han-
dle both propositional problems as well as lifted ones. They
can repair both positive and negative preconditions and ef-
fects, including both additions and deletions (though adding
preconditions is never required as this could never make an
action applicable). They can furthermore deal with multi-
ple plans or planning problems referring to the same domain
model. They integrated their system into a plug-in for Visual
Studio Code [Lin et al., 2024b]. Recently, they extended their
algorithm to being able to additionally deal with input plans
that are supposed to not be solutions (motivated by plans that
turned out to not work in the real world) [Lin et al., 2025].

The work by Chen et al. [2024] aligns most closely to the
one by Lin et al. [2025] in that they also correct models based
on failed plans. However, rather than using combinatorial op-
timization to compute a cardinality-minimal repair set, they
exploit the power of LLMs to identify why a failed plan might
have failed, and then update the model accordingly. They
only repair action preconditions (rather than also effects), but
can also create new objects, and even predicates.

Sreedharan and Katz [2023] have looked at how the model
repair process could be part of a reinforcement learning pro-
cess. The proposed method assumes a simulator as its input
as well as an “optimistic” model (written in STRIPS without
negative preconditions), which is one that admits a superset
of all solutions of the true model (represented by the simula-
tor). A diverse planner is used to generate multiple potential
plans, which are then tested against the simulator to see if
they are valid in the true model. When a failure is detected,
the planning model is refined by either adding new precondi-
tions or removing positive or negative effects. The changes
are made so that the current estimate remains consistent with
previously seen failures and successful state transitions.

Whereas all previous works use simplistic models of plan-

ning as defined in Section 2, the work by Lindsay et al. [2020]
builds on PDDL+ [Fox and Long, 2006], a modeling lan-
guage for mixed discrete-continuous planning domains with
complex time-dependent effects. Their approach relies on an
initial hybrid planning problem and observation traces from
sensors of a simulator. A learning method uses the observa-
tions to derive improved expressions for the “processes” in
the domain model, replacing inaccurate process descriptions.

Finally, we turn our attention to repair in hierarchical plan-
ning. The total-order HTN model repair problem defined
and studied theoretically by Lin and Bercher [2021] was later
solved in practice by said group [Lin et al., 2024a]. Although
that problem was proved to be in NP, their work encodes the
repair problem into an HTN planning problem, which is com-
putationally much harder. Using an optimal search algorithm,
their approach guarantees to find the minimal number of re-
pairs. However, their work still has significant restrictions:
They can only add missing actions to methods (similar to the
work by Xiao et al. [2020]), and do not yet support lifted
problems. They also assume applicability of the input plan,
which could be relaxed to allow changing action definitions.

4.3 Constraint: Make Given Plan Optimal
This constraint can be regarded a refinement of the last cri-
terion. Rather than just ensuring that a plan is a solution to
the given problem, one could additionally demand that it is
optimal. This is the usually the requirement behind model
reconciliation explanations [Sreedharan et al., 2021a].

In this setting, the explainee, i.e., the user receiving the ex-
planation, is expected to have a user model that is different
from the model used by the planner to generate the plan be-
ing explained. Here, an explanation consists of identifying
the set of model updates to be applied, such that in the result-
ing model, the plan being explained would be optimal. Many
variants of model reconciliation have been investigated, in-
cluding those where the user model is known [Chakraborti et
al., 2017], where there might be model uncertainty [Sreedha-
ran et al., 2018], where the model might be completely un-
known [Sreedharan et al., 2019], and in cases where there is
a set of users with different beliefs [Sreedharan et al., 2018].

The usual application settings of model reconciliation ex-
planations are those where the planner model corresponds to
the ground truth. However, these techniques have also been
used in settings where this assumption does not hold. These
settings illustrate how these methods could be used for model
repair, as the model updates provided as part of the expla-
nation could be used as a focal point for the user to provide
corrective feedback to the system. This was an approach used
by the RADAR decision-support system [Grover et al., 2020]
that allows for the possibility that the planner model need not
be completely accurate. They assume that the user might
have access to information that the system does not, and as
such, certain parts of their mental models may be a more ac-
curate representation of the true underlying task. As such, the
RADAR system provides its users the ability to override some
model components highlighted by a model-reconciliation ex-
planation, thereby allowing them to perform targeted model
updates. However, this is not to say the user is always right,
as there may be parts of models where the planner has access
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to more accurate information. As such, in these cases, the
model reconciliation explanation is treated as being part of a
dialogue where the user and the planning system go back and
forth to establish the validity of different model components.

Mapping model reconciliation back to our definition of the
model repair process, the constraints here could involve en-
suring the validity of the plan being explained and the inva-
lidity of any plans that may be less costly than the plan in
question. Additionally, all model updates are limited to ones
that align with the true planning model.

Extremely closely related to model reconciliation is a
method to generate so-called “lies”, which again are model
updates, whose inclusion in the user model will result in an
updated model where some observed plan is optimal – but
now these updates are differentiated from model reconcili-
ation in that they are identified independently of the agent
model that generated the behavior [Chakraborti and Kamb-
hampati, 2019].

4.4 Constraint: Properties of Solution Space
The next kind of constraint is again related to the last two sec-
tions. Previously, it was requested that specific plans are ex-
cluded from or included into the solution set. Requesting that
a plan is optimal (cf. last section) is also an exclusion criterion
on the solution space as it demands that no shorter or cheaper
solution exist other than the given one. Properties like these
could be generalized further, to allow for arbitrary properties
every solution allowed by a planning problem should satisfy.

One example where more properties are enforced is envi-
ronment design [Zhang et al., 2009]. In this case, the model
is an accurate representation of the real world. Such settings
involve an environment designer who is capable of modify-
ing the world through actions that are not part of the planning
model itself. Consider a planning model capturing a ware-
house navigation task. Here, the model corresponds to how
a robot could navigate through the cluttered warehouse. On
the other hand, the environment designer might be the ware-
house supervisor, who could change the environment by mov-
ing around shelves, something the robot might not be capable
of. Here, the environment designer might want to modify
the environment so as to allow solutions of certain properties
that are currently not possible in the modeled planning prob-
lem. Under environment design, the model repair problem
thus corresponds to finding a set of model updates that will
allow solutions of the desired property.

A popular design problem is that of goal recognition design
[Keren et al., 2020]. Under this problem, the environment
designer needs to identify a set of potential environment edits
that will try to minimize the length of possible shared prefixes
between plans for different goals. Environment design has
also been used for applications like plan recognition [Mirsky
et al., 2017], and to maximize the utility received by an AI
agent [Keren et al., 2019]. An additional requirement placed
on model repair techniques by environment design would be
that any model change identified in these settings needs to
have a corresponding change that can be carried out in the en-
vironment. As such, in many of these works, the approaches
assume access to a set of model updates that can be applied
as part of the model repair process.

5 Assessing (Repaired) Domain Models

The problem of assessing the quality of domain models is a
long-standing one in the field of knowledge engineering for
planning and scheduling. The most general approach is to
identify some properties of a domain model that could define
its inherent quality. Well-known properties have been intro-
duced by McCluskey et al. [2017], but their assessment is
challenging and strongly related to the characteristics of the
target domain. This is complicated for automated model re-
pair as they require quantitative optimization metrics that can
be evaluated automatically. The alternative approach can be
to define aspects of low-quality models [Vallati and Chrpa,
2019], but this can be unfeasible in complex domains. In
a different fashion, work has been done in defining quality
frameworks to support the encoding of high-quality mod-
els [Vallati and McCluskey, 2021], based on the underlying
idea of knowledge engineering that the quality of the process
strongly influences the quality of the final models. When it
comes to assessing repaired domain models, however, it is
usually more relevant to compare the repaired models against
the original one (especially if they were already runnable or
proven, and hence implement a lot of user intent already), or
against alternative refined ones.

In the International Competition on Knowledge Engineer-
ing for Planning and Scheduling (ICKEPS), the organizers
introduced a range of qualitative (e.g., correctness and read-
ability) and quantitative measures (e.g., number of predicates,
arity of predicates) to compare models that address the same
target domain [Chrpa et al., 2017], following the ideas intro-
duced by Shah et al. [2013].

Chrpa et al. [2023] proposed the use of graph edit distance
to assess how syntactically different two models are: in the
context of assessing repaired models, this metric could be
used to prefer repaired models that are as close as possible to
the original one, and to help identify re-usable modules from
models encoding similar dynamics [Lindsay, 2023]. Follow-
ing a similar idea, techniques for performing model repair
have focused on generating repaired models that minimize the
number of modifications with regard to the original model, as
we also saw in several works reviewed in the last section [Lin
and Bercher, 2021; Lin et al., 2023].

Rather than comparing the models syntactically, one could
also compare the solution sets of the respective problems.
For example, adding specific solutions could, depending on
the chosen repair, also exclude other solutions, thus chang-
ing the solution set in potentially unpredicted ways. This
makes more precise requirements desirable, such as making
sure that the solution set only increases. Comparing solu-
tion sets can however be very hard computationally. For
example, checking whether one regular language is a su-
perset of another is in general PSPACE-complete [Hovland,
2012], noting that classical planning problems describe reg-
ular languages [Höller et al., 2014; Höller et al., 2016;
Lin and Bercher, 2022]. For hierarchical planning, it is
even harder. For example, checking whether two context-free
languages have an infinite intersection is even undecidable
[Hopcroft and Ullman, 1979], noting that total-order HTN
problems are context-free [Höller et al., 2014].
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Finally, Large Language Models can also be considered for
assessing the quality of repaired models: Caglar et al. [2024]
introduced the idea of the likelihood of model updates, which
basically embodies the intuition that a modification makes
sense according to the issues to be repaired.

6 Conclusion

Knowledge engineering has long been recognized as a chal-
lenging and critical task in the AI planning community – es-
pecially for bridging the gap between academic research and
real-world applications of planning technology.

In this survey, we focused on model repair: the task of
modifying an existing model to improve its accuracy or com-
pleteness so it satisfies certain desired properties. We con-
trasted this with model learning, which typically aims to con-
struct a domain model from scratch using input data such as
plan or state traces. While model learning often requires sub-
stantial training data, model repair can be applied later in the
development process and may work with far less input. We
also proposed this distinction between domain model learn-
ing and repair, arguing that the former can be viewed as a
specialized subset of the latter.

We reviewed existing work that falls within our definition
of model repair, including work that might at first glance not
be recognized as technology for modeling support. We found
that most work focuses on making unsolvable problems solv-
able or fixing models based on plan traces. We can observe
that almost all works have been developed for the simplest
language level, not offering repair support for more expres-
sive language features, although several are often used in
practice. Generally, repair still seems to be in its early stages:
Even for given input plans (where the most research exists), a
lot of further research could be envisioned, such as providing
a general description of which solutions are allowed (e.g., us-
ing regular expressions or formal grammars) rather than ex-
plicitly listing finitely many, allowing to infer new actions
(bringing it closer to domain learning), or changing action
schema parameters. Also, many more possible constraints to
be satisfied by the model would be conceivable, such as mu-
tex relations or their generalization to LTL constraints – to
name just two examples. Finally, research on how to assess
repaired planning models, and how to integrate such metrics
into the repair process is also still at its infancy. Most repair
approaches therefore simply aim at minimizing the number of
repairs, which is simple to evaluate and optimize, yet might
not lead to the model with the most desired properties.
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[Fišer and Komenda, 2018] Daniel Fišer and Antonı́n
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