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Abstract
Chinese Poetry Intoning, with improvised melodies
devoid of fixed musical scores, is crucial for emo-
tional expression and prosodic rendition. However,
this cultural heritage faces challenges in propaga-
tion due to scant audio records and a scarcity of
domain experts. Existing text-to-speech models
lack the ability to generate melodious audio, while
singing-voice-synthesis models rely on predeter-
mined musical scores, which are all unsuitable for
intoning synthesis. Hence, we introduce Chinese
Poetry Intoning Synthesis (PIS) as a novel task to
reproduce intoning audio and preserve this age-old
cultural art. Corresponding to this task, we sum-
marize three-level principles from poetry metrical
patterns and construct a diffusion PIS model In-
toner based on them. We also collect a multi-style
Chinese poetry intoning dataset of text-audio pairs
accompanied by feature annotations. Experimen-
tal results show that our model effectively learns
diverse intoning styles and contents which can syn-
thesize more melodious and vibrant intoning audio.
To the best of our knowledge, we are the first to
work on poetry intoning synthesis task.

1 Introduction
Intoning (yinsong in Chinese) is a prevalent method for study-
ing Chinese ancient poetry. It diverges from reading through
its incorporation of distinct melodies, which enhance emo-
tional expression and augment the prosodic allure of the po-
etry. Unlike singing either, intoning permits expressive lat-
itude without adherence to a fixed musical score. Figure 1
illustrates an example of famous poetry intoning.

While intoning lacks a predefined musical score, it necessi-
tates adherence to specific principles based on poetry metrical
patterns. We summarize these principles into three levels ac-
cording to the insights of professional scholars.
1) character-level: Ancient Mandarin comprises four distinct
tones, each offering unique avenues for conveying emotions.
It is imperative to modulate the pitch and duration of each
word in harmony with the inherent characteristics of its tone.

∗Corresponding author.

Figure 1: A melody curve derived from Lv’s intoning. Characters in
orange are rhyming characters (discourse-level), the blue bars stand
for intoning unit division (sentence-level), while arrows in green
stand for different tones in Mandarin (character-level).

2) sentence-level: A sentence undergoes segmentation into
multiple intoning units. These intoning units maintain inter-
nal coherence, with transitions between adjacent moves typi-
cally signaled by a caesura (pause and breath) in intoning.
3) Discourse-level: Every instance of intoning is accompa-
nied by a graceful melody, often drawn from experts. Fur-
thermore, it is essential to accentuate the rhyming characters
to preserve the cohesiveness and integrity of the poem.

Although poetry intoning is a critical oral art, it faces chal-
lenges in its cultural dissemination due to the limited avail-
ability of intoning audio. Prior investigations into Chinese
poetry intoning have predominantly concentrated on funda-
mental intoning principles [Zhu, 2013; Li, 2017; Xu, 2014],
distinctions among various intoning styles, and the educa-
tional applications of intoning [Cong, 2021]. While a limited
number of studies have ventured into audio synthesis related
to poetry, their scope has been confined to regular reading
rather than intoning [Zhu and Zhu, 2008].

The advancement in voice synthesis technology presents
new prospects for promoting the traditional art of inton-
ing. Utilizing generative models trained on a constrained set
of expert intoning data, the synthesis of intoning audio for
previously unencountered poems is now achievable. Con-
temporary voice synthesis methodologies fall into two cat-
egories: text-to-speech synthesis [Ju et al., 2024; Ren et
al., 2019] and singing voice synthesis [Hwang et al., 2025;
Liu et al., 2022]. The former overlooks melody, whereas the
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latter requires a specified musical score. Moreover, in the ab-
sence of guiding knowledge, audio generated by these models
fails to align with the distinct attributes of poetry intoning.

In this paper, we try to solve the Poetry Intoning Syn-
thesis (PIS) task. First, we summarize three-level princi-
ples as guiding knowledge, along with evaluation metrics for
the task. Then, we train a PIS model named Intoner with
a Character-level Feature Extraction(CFE) module based on
a multi-decoder transformer [Vaswani et al., 2017] and a PIS
module utilizing autoregressive and diffusion strategy. We hi-
erarchically extract features in CFE module and embed them
to guide synthesis in PIS module, making it possible to syn-
thesize melodic intoning without any musical inputs. Due to
the lack of off-the-shelf Chinese poetry intoning dataset, we
also collect a large-scale dataset with text-audio pairs accom-
panied by annotations of poetic characteristics.

Our main contributions can be summarized as follows: 1)
We are the first to study Chinese poetry intoning synthesis
and propose this as a novel task, which helps preserve and
propagate this form of art; 2) We summarize three-level prin-
ciples and metrics for poetry intoning synthesis; 3) We pro-
pose a model Intoner which can synthesize high-quality po-
etry intoning audio that meets all the three-level principles; 4)
We construct a large-scale dataset of Chinese poetry intoning
with text-audio pairs and labels of character-level features.

2 Related Work
Chinese Poetry Intoning has been highly valued in re-
cent decades [Yang, 2015; Yang, 2021], with a focus on
preserving this traditional art. To this end, experts such as
[Xu, 2014] have provided clear definitions of poetry inton-
ing, while [Zhu, 2013; Li, 2017] have proposed basic rules
for poetry intoning at different levels. In recent times, a num-
ber of studies have investigated different styles and dialects of
poetry intoning as well as intoning in education [Cong, 2021;
Du, 2023]. However, thus far, only [Zhu and Zhu, 2008] has
proposed a synthesis method for poetry reading (but not in-
toning), with other studies neglecting the use of digital tech-
niques to aid in the preservation of this cultural practice.

Text To Speech (TTS) aiming to synthesize human-like
voice with text inputs. TTS task is usually seperated by mel-
spectrum synthesis and audio synthesis. For general models
for mel-spectrum synthesis with texts as input, tacotron se-
ries [Wang et al., 2017; Elias et al., 2021] and Transformer-
TTS [Li et al., 2019] are end-to-end models for single-
speaker TTS synthesis; FastSpeech series [Ren et al., 2019;
Ren et al., 2020], VITS series [Kim et al., 2021; Kong
et al., 2023] can support multi-speaker and acoustic fea-
ture control; [Ju et al., 2024; Liu et al., 2022; Deng et
al., 2025] are proposed based on diffusion models to solve
over-smoothing and unstable training problems. For mod-
els for audio synthesis with mel-spectrums as input, differ-
ent vocoders are proposed in succession, separately based on
convolutional neural network [Oord et al., 2016], flow-based
structure [Prenger et al., 2019], GAN [Kumar et al., 2019;
Kong et al., 2020]. Nowadays, with the development of large
multi-modal models, TTS models can generate more complex
speech audio [Huang et al., 2024; Du et al., 2024].

Figure 2: The pitch shape of modern Mandarin. For the lost tone ‘ru
(R)’ in ancient Mandarin, we usually pronounce it shortly by ending
with a glottal stop.

Singing Voice Synthesis (SVS) is used to be researched
by concating or statistical methods. At present, deep neu-
ral networks are widely used in this area [Nishimura et al.,
2016]. [Hwang et al., 2025; Liu et al., 2022] employ dif-
fusion strategy for high-quality SVS while [Yu et al., 2024]
uses self-supervised learning techniques. More studies focus
on the application of SVS models, in which [Dai et al., 2024;
Zhang et al., 2024] explore style transformation and con-
trollability while [Gu et al., 2021; Lu et al., 2020] focus on
adapting SVS to different languages. Nowadays, models like
[Wang et al., 2025] adopt large language models to control
the synthesis of singing voice.

However, these models cannot support PIS directly, since
they cannot synthesize melodious intoning without prede-
fined musical scores, which do not match the characteristic
of poetry intoning.

3 Principles
We summarize three-level principles from professional schol-
ars, which guide the design of evaluation metrics and the
structure of Intoner.

3.1 Character-level
In poetry intoning, it is necessary to distinguish the correct
tone and pronunciation of each character, as they significantly
influence the melody of the intoning. Instead of simply using
the modern pronunciation, sometimes we need to imitate an-
cient pronunciation in intoning to keep consistent with the
poetry metrical patterns.

Tone We accord particular significance to tone input as a
pivotal guiding element. As a tonal language, different tones
in Mandarin have distinct characteristics as illustrated in Fig-
ure 2. There are four tones in ancient Mandarin. ‘ping (P)’
sounds sad and peaceful, ‘shang (S)’ sounds sharp and firm,
‘qu (Q)’ sounds clear and remote, while ‘ru (R)’ sounds
direct and short. ‘S’, ‘Q’ and ‘R’ make up ‘ze (Z, mean-
ing oblique)’ which is contrary to ‘ping (P, meaning flat)’.
Generally, ‘Z’ is characterized by brevity and a heavier tone,
whereas ‘P’ exhibits a prolonged duration and a soft sound.
Notably, ‘P’ further subdivides into ‘yinping’ and ‘yangping,’
while ‘R’ has become a lost tone in modern Mandarin.

Pronunciation In Chinese poetry intoning, discerning the
correct pronunciation poses three distinct challenges, as il-
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Figure 3: Three kinds of distinguishing pronunciation, including
polyphone character, tone-based and rhyme-based changing.

lustrated in Figure 3: 1) polyphone characters: a single char-
acter could be pronounced differently when it stands for dif-
ferent meanings; 2) tone-based changing: some characters
at rhythm points deviate from the metrical patterns dictated
by modern Mandarin. Consequently, their tones must be ad-
justed to align with the metrical patterns; 3) rhyme-based
changing: some rhyming characters exhibit a lack of rhyme
when pronounced in modern Mandarin. To address this, ad-
justments to the finals of these characters become necessary,
ensuring a harmonious rhyme in the context of intoning.

3.2 Sentence-level
In our approach, we explicitly predict caesuras (represented
by stop tokens) and incorporate them into the phoneme se-
quence. Each sentence consists of multiple characters, which
should not be intoned in one breath, therefore, it becomes im-
perative to divide the sentence into several intoning units with
caesuras between them. This segmentation enhances the nat-
ural flow and rhythmic cadence of intoning. In poetry inton-
ing, the division of intoning units typically aligns with either
metrical patterns or semantic nuances of the content.

3.3 Discourse-level
To ensure the coherence and reflect the interconnectedness of
the intoning, we focus primarily on rhymes and the order of
sentences at the discourse level.

Rhyme The syllabic structure of Chinese characters con-
sists of initials and finals, with rhyming characters necessitat-
ing identical finals. In Chinese poetry, the incorporation of
rhyming characters, typically positioned at the end of a sen-
tence, ensures a harmonious rhyme scheme. In intoning, it is
crucial to appropriately extend and accentuate rhyming char-
acters, thereby fortifying the overall integrity of the poetic
expression. Typically, a poem features one rhyme. If a poem
undergoes a rhyme change, the distinctions between different
rhymes should be discernible in intoning.

Order Typically, there are two sentences in one line of a
Chinese poem. The lower sentence has the opposite metri-
cal pattern to the upper but the same as the upper one of the
next line. Consequently, varying orders of sentences are in-
toned with distinct melodies, reflecting the differing metrical
patterns between them. However, if two sentences share the
same order and metrical patterns but belong to different po-
ems, their melodies exhibit a notable similarity. Hence, the

order of sentences plays a pivotal role. However, in most
voice synthesize tasks, models are trained using cut sentences
below ten seconds to ensure the quality of the audio. As a
compromise, we embed the orders and add it to the sentence
before decoding. This can distinguish the melody of different
sentences but consider their contextual relationship.

4 Method
As shown in Figure 4, our model is composed of the
Character-level Feature Extraction (CFE) module and the Po-
etry Intoning Synthesis (PIS) module. In the CFE module,
we meticulously extract essential features such as phonemes,
rhymes, tones, and stop tokens from the input raw text. Sub-
sequently, in the PIS module, we leverage all these extracted
features as textual input to synthesize poetry intoning audio.
This structured approach ensures a comprehensive and effec-
tive transformation from text to intoning audio.

4.1 CFE module
In CFE module, we aim to derive accurate acoustic feature
from raw texts according to the guiding principles. Trans-
former is employed as the backbone architecture with text
encoder and feature decoders. Texts, tones, phonemes, stop
tokens and orders are denoted by x, t, p, s, r, o ∈ Rn.

Attention mechanism is employed in the encoder layer
and decoder layer of transformer, which can be calculated as
shown in Equation 1, where Q, K and V represents query,
key and value.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

In poetry intoning, the determination of tones and rhymes
is straightforward by characters and metrical patterns. But
the phonemes and caesuras are also impacted by tones and
rhymes. To encapsulate these dependencies, we adopt a two-
step approach. Initially, we directly extract tones and rhymes
and subsequently incorporate them with distinct weights
when predicting phonemes and caesuras, as Equations 2 and
3. ht, hp, hr ∈ Rn×H where H stands for hidden size.

hi
t = Dt(h

i−1
t , E(xi)) (2)

hi
p = Dp(h

i−1
p , λxE(xi) + λth

i
t + λrh

i
r) (3)

D and E denotes decoder and encoder where D(a, b) =
Attention(a, b, b) while E(a) = Attention(a, a, a).

Moreover, in order to ensure the correctness of our method,
we prepare a dictionary D including all possible pronuncia-
tions and tones for each character. When the model predict a
pronunciation or tone that not in D(pi), we will revise it by
choosing one from the dictionary. This strategy can reduce
error propagation in autoregressive progress.

When we obtain sequences of tones, rhymes, phonemes
and stops, we combine phonemes and stops by inserting ‘spn’
symbols after the pi when sti = 1 to indicate that there
should be a caesura like Equation 4.

p =

{
{p1, p2, · · · , pi, pi+1, · · · , pn}, si = 0

{p1, p2, · · · , pi, ‘spn’, pi+1, · · · , pn}, si = 1
(4)
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Figure 4: The structure of Intoner. The left part is the CFE module with characters in poem as input and character-level features as output.
The right part is the PIS module with character-level features as input and poetry intoning audio as output.

4.2 PIS module
After CFE, we get sequence of tones, rhymes and phonemes
with caesuras, which are parallel inputs of PIS. We use dif-
fusion strategy like Figure 5 (b) to construct the PIS module.
Given the sample from distribution y0 ∼ q(y0), the diffu-
sion process is a Markov chain with fixed parameters [Ho et
al., 2020] that gradually adds Gaussian noise to the data with
given variance schedule β = {β1, ..., βT } in T steps:

q(yt|y0) = N (yt;
√
ᾱty0, (1− ᾱt)I) (5)

where αt := 1− βt, ᾱt :=
∏t

s=1 αs

Then, the reverse process is a Markov chain with learnable
parameters θ to approximate intractable reverse transition dis-
tributions q(yt−1|yt). To be specific:

pθ(yt−1|yt) := N (yt−1;µθ(yt, t), σ
2
t I) (6)

where θ is shared at every t step, and σ2
t are set to untrained

time dependent constants. Thus the whole reverse process
can be defined as:

pθ(y0:T ) := p(yT )
T∏

t=1

pθ(yt−1|yt) (7)

Reparameterize and choose the parameterization:

µθ(yt, t) =
1

√
αt

(yt −
βt√
1− ᾱt

ϵθ(yt, t)) (8)

Inspired by [Liu et al., 2022], we employ shallow diffu-
sion strategy to improve the efficiency and effectiveness of

Figure 5: Details of the Acoustic Feature Predictor and shallow dif-
fusion process.

our model. The word ”shallow” means that the reverse stage
starts from a rough sample yt rather than Gaussian noise yT .
Firstly, we construct a autoregressive model to predict a rough
mel-spectrum ỹ of the intoning. Then, assume that ỹ is a type
of yt which includes t-step noise, when inference, we can get
the denoised mel-spectrum step by step with the reverse step:

yt−1 =
1

√
αt

(yt −
1− αt√
1− ᾱt

ϵθ(yt, x, t)) + σtz (9)

In detail, we embed the tones, phonemes and rhymes as par-
allel inputs and then add the embeddings together in the PIS-
Encoder. Feed Forward Transformer (FFT) blocks are em-
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ployed to derive self-attention like Equation 1. We also con-
struct a feature predictor like Figure 5 (a) to explicitly control
some acoustic variables including pitch pi′ and duration d′.

After prediction, we lengthen each phoneme to the pre-
dicted duration by padding in Acoustic Feature Controller.
Since padding only will cause distortion, we use layers of
Bi-LSTM in order to reduce the noise and improve the over-
all quality. Before decoding, we first add an order embed-
ding module to make the model aware of the contextual rela-
tionship. Then, we use an auxiliary decoder to synthesize a
rough mel-spectrum ỹ which will be seen as the initial state
of reverse step of the shallow diffusion. After denoising with
diffusion strategy, the mel-spectrum will be sent into a pre-
trained vocoder to generate the output intoning audio.

4.3 Training Process
1) In CFE module, losses are calculated by cross-entropy loss
separately. The prediction sequence should correspond with
the raw text sequence one by one. However, the model will
predict a character repeatedly or neglect a character some-
times. This error will propagate to the back and then impact
the prediction accuracy sharply. In order to improve the ac-
curacy, we set a higher weight to punctuation prediction loss
to block the error propagation.

Lk = − 1

N

∑
i

∑
c

λcyc,ilog(kc,i|xi) (10)

where c stands for character and punctuation, k stands for
tones, rhymes, phonemes and stop tokens, LCFE =

∑
Lk.

2) In PIS module, our training loss contains three parts:
mel-spectrum losses, pitch losses, duration losses. Assume
ymel and ypostmel as target mel-spectrum and postnet mel-
spectrum, while pi, d as target pitch and duration.

We train Intoner by warmup and main stage. At warmup
stage, we separately train an auxiliary Decoder with the PIS-
Encoder and Acoustic Feature Controller. L1 loss and MSE
loss are used as:

Lmel =
∑

|y′mel − ymel| (11)

Ld =
∑√

(d− d′)2 (12)

Lwarmup = Lmel + Lpostmel + Lpi + Ld (13)

where Lpostmel and Lpi are calculated similarly to Lmel.
The main stage aims at making the random noise ϵθ pre-

dicted by denoiser close to the Gaussian noise ϵ ∼ N(0, I),
the denoiser loss can be written as:

Lmain = Ey0,ϵ[C(t)||ϵ− ϵθ(
√
ᾱt)y0 +

√
1− ᾱtϵ, t)||2]

(14)

5 Chinese Poetry Intoning Dataset
To the best of our knowledge, there is no off-the-shelf Chi-
nese poetry intoning dataset with labels of tones and rhymes.
So we collect a large-scale Chinese poetry intoning dataset,
including one for training CFE module (CFESet) and the
other for training PIS module (PISSet).

type CFE PIS

five-character quatrains 1220 435
seven-character quatrains 4576 1743

five-character metrical poetry 1538 679
seven-character metrical poetry 1312 407

others 2119 375

Table 1: Distribution of different poetry types in our dataset.

5.1 CFESet
To extract character-level features, we collected 10,765 po-
ems in different poetry type as shown in Table 1. Each piece
of data includes the texts of the poem, as well as their corre-
sponding pronunciations, tones, rhymes and stop tokens. It
covers most of the commonly used characters in poetry and
all their pronunciations and tones.

5.2 PISSet
We choose 3,639 poems from CFESet to collect text-audio
pairs from Ximalaya platform1 to build the PISSet. The in-
tonings are from 24 intoners who are famous poetry scholars.
Each intoner exhibits a distinct style, with relatively consis-
tent melodies within their repertoire. We specifically focus
on seven-character and five-character poems in PISSet since
they represent the typical structure of ancient Chinese poetry.

First, considered that PIS module can reach a better per-
formance when trained by short audio, we cut the data into
pieces of sentence, resulting in a total of 20,112 sentences,
each lasting less than 20 seconds. Then, we use a MFA
[McAuliffe et al., 2017] model trained by AISHELL3 dataset
[Shi et al., 2020] to align the phonemes and audio segments.
During preprocessing, we get pitch and duration as target fea-
tures of each segment according to the results of alignment.
All audio samples are resampled to 22050 Hz.

6 Experiment
6.1 Character-level Feature Extraction
Implementation Details In CFE, the dimension of embed-
ding and hidden state is 256 and 1024 separately, while the
dimension of keys and values is 64. The encoder and decoder
possess 3 layers of FFT blocks with 4-head attention. The
weights are chosen as λx = 3, λt = 2, λr = 1, while the loss
weights are λpunc = 8 and λchar = 1.

Metrics To evaluate the effect of the models, we choose
two kinds of accuracy as metrics. One is the accuracy of
the predicted features of the entire sentence, the other is of
the polyphone characters. We choose 213 poems of different
forms from test set of CFESet to construct the evaluation.

Comparison models Since there is no existing model to
synthesize these features, we have tried different methods to
do the prediction. 1) rule based, where phonemes are pre-
dicted by lazy pinyin from pypinyin2, and tones are predicted
according to the dictionary D; 2) random, phonemes and

1https://www.ximalaya.com
2https://pypi.org/project/pypinyin
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Method Total Five-character Seven-character
MOS ↑ PC↑ IUD ↑ IMS↑ MOS ↑ PC ↑ IUD ↑ IMS ↑ MOS ↑ PC ↑ IUD ↑ IMS ↑

Ground Truth (GT) 4.53±0.07 4.44 4.49 4.49 4.56 4.46 4.56 4.52 4.51 4.43 4.43 4.47
GT (vocoder) 4.19±0.07 4.35 4.34 4.35 4.25 4.38 4.44 4.37 4.13 4.31 4.25 4.34

VITS2 1.58±0.14 1.48 1.76 1.89 1.64 1.47 1.81 1.93 1.52 1.49 1.72 1.84
PromptSinger 2.72±0.11 2.73 2.50 2.39 2.81 2.81 2.53 2.41 2.64 2.65 2.46 2.38
FastSpeech2 2.38±0.10 2.85 2.82 2.57 2.28 2.88 2.88 2.44 2.47 2.82 2.76 2.69
DiffSpeech 3.00±0.10 3.22 3.25 2.76 3.04 3.33 3.34 2.76 2.97 3.10 3.15 2.77
Our model 3.18±0.10 3.47 3.46 3.02 3.27 3.67 3.51 3.08 3.10 3.26 3.41 2.96

Table 2: Experimental result of our experiment (with 95% confidence intervals). The results of Tacotron2 and Transformer-TTS are not
included since they cannot synthesize any normal voice when adapted to PIS.

Method phoneme tone ↑ rhyme ↑ stop ↑all ↑ poly ↑
Random 77.89% 42.51% 89.18% 94.81% 66.27%

Rule based 96.40% 85.75% 97.17% 96.37% 73.35%
Parallel 89.11% 87.56% 97.23% 98.19% 96.79%

CFE w/o. D 93.35% 91.11% 96.13% 98.78% 97.12%
CFE 98.69% 96.49% 98.35% 99.19% 97.49%

Table 3: Accuracy Evaluation on CFE.

tones are randomly chosen, while rhymes and stop tokens are
decided randomly yes or no; 3) parallel-decoder transformer,
which set 4 decoders in parallel; 4) CFE without D.

Experimental Results Table 3 shows that, based on the
CFE module and the dictionary D, our model outperforms
other baselines, especially in predicting pronunciations and
stop tokens. Since many characters have only one pronun-
ciation, our model don’t outperform the rule-based method
in entire prediction much significantly. However, it show-
cases substantial advantages in predicting polyphone charac-
ters. This can greatly improve the quality of the synthesized
audio in the later PIS module.

6.2 Poetry Intoning Synthesis
Implementation Details The encoder and decoder possess
4 layers with 2-head attention. All the dropout rates are set
to 0.1, and the hidden sizes are 256. We use Adam optimizer
with betas of 0.9 and 0.98, batch size of 48 and train with
120k warmup steps and 160k main steps. All the models are
trained on NVIDIA 4090 (single card) for 17 hours (8 hours
for warmup and 9 for main).

Metrics We choose MOS [Loizou, 2011] as a primary met-
ric, which is commonly used in TTS and SVS tasks to eval-
uate the subjective quality of audio. 12 native speakers with
poetry intoning knowledge are invited to listen to the audio
samples while 20 normal native speakers are invited to par-
ticipate in ablation study and universality study. Furthermore,
we propose some novel metrics like MOS for poetry intoning
content according to three-level principles:

Pronunciation Correctness (PC) metric is for character-
level features, which evaluates the correctness of pronunci-
ation and tone. Intoning unit division (IUD) metric is for
sentence-level features, which evaluates whether the intoning
unit is divided correctly and the caesura is rhythmic. Inton-

ing melody style (IMS) is for discourse-level features which
evaluates the melody and integrity.

All of our test inputs are the whole poem of raw texts in
Chinese characters from test sets rather than phonemes of cut
sentences in training. This means that all the test inputs are
obviously different from training inputs. We choose 10 five-
character poems and 10 seven-character poems (4 sentences
for each) as test set.
Comparison models Current models are unable to perform
PIS directly, among which most SVS models will fail due to
the lack of predefined musical notes in intoning. Thus, for
comparison, we select some models which can be adapted
to PIS and train them on our dataset. Tacotron2 [Elias et
al., 2021], Transformer-TTS [Okamoto et al., 2020] and
FastSpeech2 [Ren et al., 2020] are autoregressive models
while DiffSpeech [Liu et al., 2022] adopts diffusion and
VITS2 [Kong et al., 2023] integrates GAN and implicit align-
ment. Prompt-Singer [Wang et al., 2025] is an SVS model
based on large language models.
Experimental Results We evaluate the models through
both statistic data and synthesized mel-spectrum figures. As
shown in Table 2, we can find that: 1) Tacotron2 and
Transformer-TTS cannot be adapted to PIS task since it can-
not synthesize any normal voice. 2) VITS2 performs poorly
since it cannot pronounce correctly, perhaps due to the bad
alignment of long-duration phonemes. 3) DiffSpeech can out-
perform other baseline models since the diffusion denoiser
can reduce noise and make the audio sound more clear; 4)
Our model performs best whether in five-character or seven-
character poems since all the metrics are promoted com-
pared with other methods, especially in sentence-level and
discourse-level which consider the integrity and contextual
relationship. However, there is still disparity between the
synthesized intoning and human records (GT) especially in
melody. As some listeners have noted, human intoning is
more emotional and natural than current synthesized audio,
which could be an area for improvement in future research.

The effectiveness can also be demonstrated through the
mel-spectrum images of the audio. Figure 6 illustrates that the
mel-spectrum synthesized by our model closely matches all
three-level principles. In character-level, the melody curves
keep highly consistent with the tones of the characters, and
the duration of each character is also appropriate according
to Section 3.1 (characters in ‘P’ should be lengthened than
others while characters in ‘R’ should be intone significantly
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Figure 6: Samples of mel-spectrum synthesized by Intoner. The blue lines represent melody while arrows and capital letters stand for tones,
which are highly consistent. Characters in green stand for tone in ”R” which should be intoned shortly while in red are rhymes which should
be lengthened in intoning.

Method Character Sentence Discourse Total Other
P ↓ D ↓ SD ↓ Mel ↓ Sum ↓ MOSnet ↑ SRMR ↑

Our model(with Bi-LSTM) 1.756 0.712 0.053 0.161 2.682 2.943±0.033 11.298±0.456
Our model(with CNN) 2.000 0.711 0.065 0.157 2.933 2.930±0.045 11.178±0.514

Our model(with LSTM) 1.896 0.699 0.056 0.161 2.812 2.957±0.051 11.275±0.545

Table 4: Objective result of ablation study (with 95% confidence intervals), where P, D, SD, Mel represents for pitch loss, phoneme duration
loss, sentence duration loss, mel-spectrum loss, Sum is the total loss of all, MOSnet and SRMR are judged by published pretrained models.

Method CMOS ↑
Intoner 0
w/o. PE -1.026
w/o. OE -0.398

w/o. AFC -0.003

Table 5: Subjective result of ablation study

short). In sentence-level, it is obvious that the curve is inter-
mittent which contains correct caesuras. Finally, the rhyming
characters in red are lengthened significantly, which meets
the principles at discourse-level. Overall, our model show-
cases substantial advancements in synthesizing coherent and
natural intoning audio.
Ablation Study To further study the effectiveness of the
different components of Intoner, we conduct an ablation study
which consists of both subjective and objective evaluation.

Firstly, in Acoustic Feature Controller (AFC), we have
tried different networks, including a 2-layer LSTM, Bi-
LSTM, and Conv1D (CNN) network. We consider objective
metrics [Chu and Peng, 2006] including different losses in
test step as well as SRMR [Falk et al., 2010] and MOSnet
[Lo et al., 2019] metrics across 50 complete poem genera-
tion. As shown in Table 4, although CNN and LSTM can
perform best in some level, but Bi-LSTM network reaches
the lowest overall loss. Generally, we consider Bi-LSTM has
the best effectiveness, so we choose it to build the AFC.

Secondly, we remove PIS-Encoder (PE), Order Embed-
ding (OE) and AFC separately to assess their individual con-
tributions. We use CMOS [Loizou, 2011] as a subjective met-
ric to compare the voice quality. Table 5 illustrates that their
absence significantly impacts the overall integrity and perfor-
mance of the model.
Universality of our approach In ancient China, intoning
is not only appropriate for poetry, but also for Song iambics,
Shijing poetry, and even prose. The primary distinction is that
these forms do not consistently adhere to the 5 or 7 charac-

Type Method CMOS ↑

Song iambics
Intoner 0

FastSpeech2 -1.404
DiffSpeech -1.384

Shijing poetry
Intoner 0

FastSpeech2 -0.668
DiffSpeech -0.389

Table 6: Universality study results

ters per sentence, nor do they consistently comprise 4 or 8
sentences. It is important and interesting to explore the appli-
cability of Intoner to other literary forms. Here, we conduct
further experiments on some Song iambics and Shijing po-
etry. As shown in Table 6, Intoner can also outperform other
models significantly in terms of CMOS. This indicates that
Intoner can be used as a universal intoning tools in various
ancient Chinese literary forms.

7 Conclusion And Future Work

In this paper, we propose a novel and challenging task which
is Chinese poetry intoning synthesis. Due to the scarcity of
existing intoning audio, our work contributes to the preserva-
tion of this cultural art form by autonomous synthesis. We
summarize three-level principles according to poetry metri-
cal patterns, employ a CFE module to extract intoning fea-
tures and then integrate them into a diffusion PIS module
to synthesize poetry intoning. Moreover, we conduct three-
level metrics for PIS and collect a sizable dataset encompass-
ing text-audio pairs with feature annotations. Experimental
results demonstrate that our model can produce correctly-
pronounced, rhyming and natural poetry intoning. Our future
works aim to enhance the emotional resonance of synthesized
audio and explore intoning synthesis in other literary forms.
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