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Abstract
Video editing is a pivotal process for customiz-
ing video content according to user needs. How-
ever, existing text-guided methods often lead to
ambiguities regarding user intentions and restrict
fine-grained control for editing specific aspects in
videos. To overcome these limitations, this pa-
per introduces a novel approach named AdaptE-
dit, which focuses on reference-based video editing
that disentangles the editing process. It achieves
this by first editing a reference image and then
adaptively propagating its appearance across other
frames to complete the video editing. While pre-
vious propagation methods, such as optical flow
and the temporal modules of recent video gen-
erative models, struggle with object deformations
and large motions, we propose an adaptive cor-
respondence strategy that accurately transfers the
appearance from the reference frame to the target
frames by leveraging inter-frame semantic corre-
spondences in the original video. By implementing
a proxy-editing task to optimize hyperparameters
for image token-level correspondence, our method
effectively balances the need to maintain the tar-
get frame’s structure while preventing leakage of
irrelevant appearance. To more accurately evaluate
editing beyond the semantic-level consistency pro-
vided by CLIP-style models, we introduce a new
dataset, PVA, which supports pixel-level evalua-
tion. Our method outperforms the best-performing
baseline with a clear PSNR improvement of 3.6 dB.

1 Introduction
Video editing is a crucial task for modifying video content
based on user needs. Previously, text-guided video editing
addressed this task by leveraging pre-trained Text-to-Image
(T2I) models, which rely on textual input (i.e., prompts) as
the editing guidance signal [Yang et al., 2023; Yang et al.,
2024a; Geyer et al., 2023]. However, ambiguities in text re-
garding user intentions may limit fine-grained control over

*Co-corresponding authors.

the editing process. Therefore, a more practical solution to
help users effectively express their intentions is to enable ar-
bitrary video editing based on a single frame. This leads
to the reference-based video editing task [Ku et al., 2024;
Liu et al., 2024a; Ouyang et al., 2024], which disentangles
video editing into two problems: (1) editing a single im-
age as a reference and (2) performing reference-image-guided
video editing. A simple comparison between text-guided and
reference-based video editing is shown in Figure 1.

The first sub-task in reference-based video editing, namely
image editing, can be addressed using T2I models or arbitrary
user manipulation through art design software. This allows
for changes in either the overall style or local, fine-grained
color and texture editing. The main difficulty lies in the sec-
ond sub-task: how to propagate the edited reference frame
to other frames in the video. Current propagation methods
can be divided into three groups. The first group of methods
use optical flow obtained from the source video to guide the
propagation of reference image features [Yang et al., 2024a;
Yang et al., 2023]. The performance of these methods can be
limited by the optical flow estimation [Xu et al., 2022], which
was trained on rigid body motion in specific types of videos.
Consequently, its accuracy noticeably degrades when deal-
ing with shape deformations, perspective shifts, or lighting
variations in the video. The second group [Ku et al., 2024;
Liu et al., 2024a; Ouyang et al., 2024] leverages recent
Image-to-Video (I2V) models such as I2VGen-XL [Zhang et
al., 2023] and SVD [Blattmann et al., 2023], using the refer-
ence image as a guidance signal. However, the video length
and range of motion are restricted due to the temporal mod-
eling limitations of these memory-friendly I2V models when
applying DDIM Inversion [Song et al., 2020].

The third group transforms the propagation problem into
a more general appearance transfer task [Tumanyan et al.,
2022; Park et al., 2020; Mou et al., 2023], which aims to
maintain the structure of the target image while utilizing the
visual characteristics, such as color and texture, from the ref-
erence image. This task involves finding the correspondence
between reference and target images and then propagating the
reference image features into the target. Recent approaches
connect this task with the self-attention (SA) mechanism
in diffusion models [Mou et al., 2024; Mou et al., 2023;
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Frame 1

Reference

Ours: Reference-based video editing

Text-guided video editing: Ambiguities of text

“a car in 
blue, purple, 
red, yellow”

+
Rerender-

A-Video

(a)

(b) (c)

ComfyUI

(a)

Figure 1: Left: Text-guided video editing approaches often fail to adequately capture detailed appearances, as exemplified by Rerender-A-
Video. Our reference-based editing method allows users to precisely adjust a single frame according to their needs and then propagate it to
the original video (yellow box). Right: Typical applications include: (a) re-rendering of large-motion CG, (b) texture modification, and (c)
enhancement of generated videos. For comprehensive video results, please see our supplementary material.

Epstein et al., 2023], leveraging their generative capabili-
ties to ensure high image quality and strong generalization
for zero-shot performance. Diffusion models can inherently
model intra-similarity for correspondence and simultaneously
propagate features using SA. Given two images, expand-
ing SA to cross-image attention (CiA) is a common method
for fusing features between images [Chung et al., 2024;
Qi et al., 2023]. However, basic CiA can only capture coarse-
grained correspondence, as the query of the target image ex-
hibits similarity to many keys in the reference image [Alaluf
et al., 2024]. The weighted averaging of matched values
leads to a loss of fine-grained details and limits the ability
to handle fine-grained appearance transfer effectively. Some
research [Tang et al., 2023; Luo et al., 2024; Zhang et al.,
2024] has found that DIffusion FeaTures (DIFT) at certain
timesteps and U-Net layers can accurately model semantic
correspondence. However, these approaches perform pixel-
level swapping based on the highest similarity without intro-
ducing a generative process, sometimes resulting in artifacts
characterized by obvious patch splitting.

In this paper, we propose AdaptEdit, a reference-based
video editing approach that adaptively leverages accurate
DIFT-based correspondence to guide CiA during the gener-
ative process of the target video. A basic implementation in-
volves using correspondence as an attention mask, i.e., set-
ting the top-k entries in correspondence to 1 in the mask. The
two extreme cases are when k = 1 and k = h × w, where
h×w represents the total number of image tokens multiplied
by two dimensions. For k = 1, the method sometimes overly
intervenes in the attention maps and results in artifacts. Con-
versely, for k = h × w, it corresponds to the original CiA.
Naively, we can traverse k to select the most satisfactory re-
sults. However, in practice, we find that for different regions
in the target image, the optimal k values differ. For regions
with high matching confidence, selecting the top-1 is typi-
cally sufficient; selecting more can even prove detrimental, as
it may lead to unnecessary color leakage from irrelevant parts
of the reference image. Therefore, we propose an adaptive
correspondence strategy to automatically construct a vector k

with h×w elements for each region. k is obtained by formu-
lating a proxy-editing task, where the paired pre-editing and
ground-truth edited images are generated through determin-
istic editing, specifically a color-shifting task. Our method
surpasses baseline methods in both its fidelity to reference
appearances and its temporal consistency. To directly assess
the quality of appearance transfer with a focus on fine-grained
details, we introduce a new dataset called PVA (Paired Video
with Appearance editing). This dataset contains both origi-
nal and edited versions of target videos rendered from the 3D
software Blender, providing ground-truth for pixel-level ac-
curacy evaluation. Our method effectively transfers the ref-
erence image’s appearance to subsequent frames, surpassing
all other appearance transfer baselines in terms of PSNR.

The main contributions of our paper are as follows:
• We propose a reference-based video editing approach

named AdaptEdit, which allows for the editing of a ref-
erence frame according to user intent and subsequently
propagates these edits to the remaining target frames.

• In AdaptEdit, an adaptive correspondence mechanism
is introduced, which leverages precise diffusion feature
correspondence to guide the interaction between refer-
ence and target frames, demonstrating superior perfor-
mance over previous appearance transfer baselines.

• We present a novel dataset, PVA (Paired Video with
Appearance editing), which comprises both the original
videos and their edited counterparts. This pairing pro-
vides ground truth support for pixel-level accurate eval-
uation. Our method surpasses the best-performing base-
line, achieving a PSNR improvement of 3.6 dB.

2 Related Works
2.1 Video Editing
Previous works adopt the pre-trained T2I diffusion model for
the video editing task [Yang et al., 2023; Geyer et al., 2023;
Khachatryan et al., 2023; Qi et al., 2023; Ceylan et al.,
2023], utilizing different techniques to ensure consistency
between frames. Cross-frame attention [Qi et al., 2023;
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Khachatryan et al., 2023; Yang et al., 2023] is limited to
ensuring the consistency of global appearance. Rerender-A-
Video [Yang et al., 2023] and FRESCO [Yang et al., 2024a]
employ optical flow models to warp and fuse latent features.
They heavily rely on accurate optical flow estimation, which
may not be applicable in regions with rapid motion.

With the rapid development of T2V [Guo et al., 2023; Yang
et al., 2024b; Chen et al., 2024a] and I2V [Zhang et al., 2023;
Blattmann et al., 2023] models, there has been increasing
interest in exploring the integration of these video genera-
tive models to process videos as a cohesive whole, thereby
ensuring inherent temporal consistency [Ku et al., 2024;
Liu et al., 2024a; Shi et al., 2024]. However, the final results
are limited by the current model capabilities, which strug-
gle to process videos with large dynamic or complex motion.
I2VEdit [Ouyang et al., 2024] fine-tunes I2V model to adapt
to specific videos, which requires time-consuming optimiza-
tion and carries the risk of target video appearance overfitting.

2.2 Appearance Transfer
Appearance transfer aims to transfer the visual characteris-
tics from a reference image to a target image while preserving
the structure and layout of the target [Tumanyan et al., 2022;
Park et al., 2020; Mou et al., 2023]. Earlier works [Tu-
manyan et al., 2022; Park et al., 2020; Goel et al., 2023;
Chen et al., 2024b] involve a training process, restrict im-
ages to specific domains, and require the reference and tar-
get images to be spatially aligned. Recent studies have uti-
lized diffusion models in a zero-shot setting without domain
restrictions, extending self-attention (SA) to cross-image at-
tention (CiA) [Chung et al., 2024; Khachatryan et al., 2023;
Qi et al., 2023]. However, their visual characteristics are
limited to overall style, such as color palette and texture
features present throughout the image. To achieve a more
precise appearance transfer, increasing the contrast of the
original scattered elements in CiA can help the target im-
age focus more accurately on the most semantically rele-
vant regions within the reference image [Alaluf et al., 2024;
Chung et al., 2024]. For video editing, we have an addi-
tional anchor frame: the frame preceding the reference image.
Leveraging the semantic correspondence between the anchor
and target frames can provide greater accuracy. Our method
focuses on effectively utilizing this precise correspondence.

3 AdaptEdit: The Proposed Method
Given a target video, we select one anchor frame Ianc and
edit it using an arbitrary method to obtain the reference frame
I ref. We process the video in a frame-wise manner. For
each target frame I tgt, we compose a triplet: (Ianc, I ref, I tgt).
Our aim is to generate the output image frame Iout, which
depicts the structure present in I tgt while incorporating the
appearance edited in I ref. The frame Ianc serves as a con-
nection since Ianc and I ref are spatially aligned, and the
matching between Ianc and I tgt can be viewed as a seman-
tic correspondence task [Zhang et al., 2024; Luo et al., 2024;
Tang et al., 2023]. In our work, we utilize a pre-trained Stable
Diffusion model [Rombach et al., 2022], with VAE encoding
the image I into the latent representation z0, and DDIM in-

version [Song et al., 2020] to obtain the noisy latent zt. Dur-
ing inversion, attention features in the intermediate steps are
preserved. Similar to previous works [Alaluf et al., 2024;
Chung et al., 2024], our method produces an image from a
denoising process starting from ztgt

t , with feature injections
from the reference image. This process is referred to as cross-
image attention, which is an extension of self-attention. We
first review these two mechanisms.

3.1 Preliminaries and Discussion
Self-Attention (SA) and Cross-Image Attention (CiA)
Self-Attention (SA) serves as a fundamental component in
diffusion models for establishing the global structure. Given
an input latent zt comprising h × w tokens, the intermedi-
ate feature in the U-Net ϕ(zt) employs SA linear projections
ℓq , ℓk, and ℓv , which map the input image features zt onto
the query, key, and value matrices of a specified dimension
d: Q = ℓq(ϕ(zt)), K = ℓk(ϕ(zt)), V = ℓv(ϕ(zt)), re-
spectively. The attention map Attn is defined as: Attn =

Softmax
(

Q·KT
√
d

)
, which computes the similarity among the

tokens. The output is defined as the aggregated feature of V
weighted by similarity, denoted as ϕ(zt) = Attn · V .

Cross-Image Attention (CiA) extends the concept of SA to
multiple images. When Q is derived from the target image,
and K and V come from a reference image, CiA measures
the similarity between tokens from the target (tgt) and refer-
ence (ref) images: Attn = Softmax

(
Qtgt·KrefT

√
d

)
. This sim-

ilarity weights the reference V ref to transfer information to
the target output: Attn · V ref. K ref and V ref can be extended
to multiple images, which is beneficial in video processing
tasks [Qi et al., 2023; Yang et al., 2023]. Although CiA rep-
resents similarity and is useful for style transfer, it does not
ensure accurate correspondence between I ref and I tgt. Some
works introduce a temperature τ to enhance the contrast of
attention maps, encouraging focus on a few patches [Chung
et al., 2024]. Others boost contrast by increasing the variance
of the attention maps [Alaluf et al., 2024]. However, CiA still
struggles to establish correspondence for spatially unaligned
samples in videos with significant motion, making accurate
appearance transfer a research challenge.

Semantic Correspondence in Diffusion Features
Diffusion models exhibit strong semantic feature extraction
capabilities [Zhang et al., 2024; Luo et al., 2024; Tang et
al., 2023]. These studies investigate which intermediate DIf-
fusion FeaTures (DIFT) are the most effective for establish-
ing semantic correspondence. They add noise at a specific
timestep t and feed the noisy latent into the U-Net. Interme-
diate features from the decoder are extracted through a single
denoising step. In our work, we denote intermediate features
as F . Similarly to Attn in CiA, the semantic correspondence
is based on dot product similarity: Corr = F tgt · F ancT. The
correspondence between F tgt and F anc is more accurate than
that between F tgt and F ref, as both are derived from the orig-
inal video. Since F anc and F ref are spatially aligned, Corr
can be used to guide CiA between F tgt and F ref.
One-to-One Matching. Previous works [Zhang et al., 2024]
have exploited this correspondence for one-to-one pixel-level
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Adaptive Correspondence from Proxy Task

Diffusion Feature
Extraction

×𝑇

𝑘 = 1

Target

HSV Shift

𝑘∗ = 3

𝑘 = ℎ×𝑤

Ground
Truth

Correspondence as Guidance MSE
Eq. (2-3)

Eq. (1)

𝐶𝑜𝑟𝑟

𝐴𝑡𝑡𝑛

K

QInversion
×𝑇

	𝐴𝑡𝑡𝑛 V*

U-Net
	𝐴𝑡𝑡𝑛 Cross-image Attention
𝐶𝑜𝑟𝑟 Correspondence HSV ShiftProxy Task:

Figure 2: Our AdaptEdit framework. Correspondences estimated from the anchor and target frames are sent to the Proxy Task to adaptively
assign k for each image token. This adaptive correspondence is then utilized in the CiA mechanism between the reference and anchor frames,
guiding the attention to more accurately transfer the appearance from the reference to the target.

swapping, often leading to artifacts with noticeable pixel
boundaries due to simplistic operations that fail to integrate
correspondence within the diffusion process. Additionally,
other studies [Geyer et al., 2023] apply this correspondence
as a nearest-neighbor (NN) search in latent space, but still
maintain a one-to-one approach. For videos with large mo-
tion, such as zooming, a single token is likely to correspond
to multiple tokens in the reference.
One-to-All Matching. Although Corr usually outperforms
Attn for semantic matching, applying Softmax

(
Corr√

d

)
as a

replacement for CiA in the denoising process proves inef-
fective. This stems from the fact that the attention mecha-
nism cannot be reduced to Matching and Aggregation with
softmax-similarity weights. Attention standard deviation
varies across different denoising timesteps [Chung et al.,
2024]. Initially, with noise present, the attention weights
are scattered, causing features to interact broadly. Later, as
the image clarifies, attention becomes concentrated, allow-
ing each element to engage only with the most similar ones.
Consequently, applying Corr from a later denoising stage
(t = 261) across all timesteps leads to misaligned entropy
and degraded imaging quality.

3.2 Adaptive Correspondence as Guidance
We present our adaptive correspondence-based approach for
reference-based video editing. As discussed above, the DIFT-
based correspondence Corr serves as accurate matching but
cannot replace the attention map Attn due to unmatched at-
tention standard deviation. Cross-image attention Attn is
compatible with the diffusion denoising process, but it can-
not handle fine-grained details due to its inaccuracy.

We propose using Corr as accurate guidance for Attn,
with the implementation of a masked attention mechanism.
The mask is created by selecting the top-k entries in Corr and
setting these positions to 1 in the mask matrix M(Corr, k),
where k ranges from 1 to the total number of tokens h × w.
These selected places will then be assigned a large value
in the original attention score matrix A, resulting in A ⊕

M(Corr, k), before the softmax operation. Using this guided
attention and V ref from the reference, a denoising step will be:

ẑtgt
t−1 = ϵθ(z

tgt
t , A⊕M(Corr, k), V ref) (1)

where ẑtgt
t−1 will be iteratively denoised until obtaining the

clean latent ẑtgt
0 , thereby achieving appearance transfer.

When determining the value of k, we consider two extreme
cases. As illustrated in Figure 3, row 1, we change the body
color of the object from orange to green. When k = 1, the
accurate correspondence can successfully transfer reference
values to the target for most regions in the image. However,
for some challenging regions, the top-1 selection risks un-
successful matching, which can result in noticeable artifacts
(illustrated by the black hole highlighted in the red box). This
artifact may be due to incorrect matching between the shad-
owed area and the background. By gradually increasing k,
artifacts are progressively removed, and when k = 16, the
black hole artifact is successfully eliminated. However, for
other regions that were previously successful when k = 1, a
larger k might introduce unnecessary correspondence, seem-
ingly obtaining values from irrelevant elements (highlighted
in the red circle, indicating color leakage from other parts).
When k = h × w, the outcome tends to resemble a color
blending of two images rather than an accurate appearance
transfer for each region.

Reference Target k=1 CiA (k=h×w)k=16
Appearance Editing

?
Proxy Task:

HSV Color-Shift

Ground Truth

Figure 3: Row 1: Increasing k from 1 to k = h×w reduces artifacts
(red box) but may introduce irrelevant color leakage (red circle).
Row 2: HSV color shift shows consistent pixel-level performance,
making it suitable as a proxy for constructing adaptive k.
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Therefore, it is crucial to adaptively determine the appro-
priate k for each region in the target image, i.e., each image
token. This involves constructing the vector k in an adap-
tive manner. One can traverse a list of k values and visually
evaluate which is optimal for each token. Our goal is to auto-
matically construct this through a proxy task.

Adaptive Correspondence from Proxy Task
The proxy task should satisfy three key criteria: Determin-
ism: the ground-truth transferred frames are deterministi-
cally obtainable; Alignment: the proxy task should be highly
aligned with the appearance transfer task; and Efficiency: the
proxy task should be computationally efficient. Next, we de-
scribe the proxy task that satisfies these three criteria.
Determinism. We appoint color-shifting [Reinhard et al.,
2001; Yang et al., 2025] as the proxy task, where the ground
truth (GT) after the transfer can be obtained through deter-
ministic image processing algorithms. We should further en-
sure that the specific type of color-shifting that is most aligned
with our final appearance transfer task, i.e., k determined by
the proxy task, is applicable to our final task.
Alignment. The color-shift should show significant dif-
ferences from the original video frames; otherwise, it may
not be sensitive enough to accurately capture the critical
points where color leakage begins. We use the HSV trans-
formation on the original frames to construct proxy pairs:
{zanc

0 , ztgt
0 } HSV−−→ {zref

0 , zGT
0 }. Our goal is to identify an op-

timal vector k that minimizes the mean square error, en-
suring that the denoised ztgt

t , after color is transferred from
V ref, closely matches the ground-truth HSV-transferred zGT

t .
Specifically, for each image token i, the predicted transferred
target is:

ẑpred
t−1[i] = ϵθ(z

tgt
t , A⊕M(Corr,k[i]), V ref)[i]. (2)

Here, ẑpred
t−1[i] will be iteratively denoised until a clean latent

ẑpred
0 [i] is obtained. The optimization is entry-wise, optimiz-

ing k to minimize the mean square error:

argmin
k[i]∈[1,h×w]

∥∥∥zGT
0 [i]− ẑpred

0 [i]
∥∥∥2
2
. (3)

It is worth noting that the HSV transformation uses three pa-
rameters: Hue (type of color), Saturation (purity of the color),
and Value (brightness of the color), which describe colors as
points in a three-dimensional space. A hue shift of 180 de-
grees is the most discriminative proxy task, which can most
accurately capture the critical k for each image token.
Efficiency. To achieve the most accurate optimization of
Eq. 3, the final denoised ẑpred

0 typically requires a setting
of T = 20 denoising steps. However, this is very time-
consuming, as each option for k necessitates a complete se-
quence of T denoising steps. In practice, our goal is to
quickly assess whether obvious artifacts appear or unnec-
essary content leakage occurs when k is improper. There-
fore, we can tolerate some inaccurate predictions by setting
a smaller T . This significantly improves the algorithm’s effi-
ciency while resulting in a negligible performance difference.

Another factor affecting efficiency is the search space of k.
When the range is set from [1, h × w], the search space be-
comes excessively large, especially when processing a video.

HDR environment Objects, Motions, Appearance

Panning

Zoom in/out

Figure 4: The PVA dataset: 5 objects with 2 appearance variants,
spanning 3 motion types and 5 HDR environments.

Between k = 1 and k = h × w, the color-shifting error ini-
tially decreases as artifacts are removed, then subsequently
increases due to color leakage. The minimal point, such as
k = 16 in Figure 3, where the black hole is just being com-
pensated, is also a critical point denoted as k∗. The search
space between [k∗, h×w] can be skipped, as further increas-
ing would only lead to increased leakage in sensitive regions,
and essential information for other regions will be fully cap-
tured with k = h × w. Our final search space for k can thus
be narrowed down to {1, k∗, h× w}.

3.3 PVA: Proposed Dataset
A main difficulty in video editing evaluation is the lack of
ground truth, i.e., pairs of videos before and after editing.
Hence, current methods [Huang et al., 2024; Liu et al.,
2024b] primarily evaluate the output video based on indi-
rect metrics. Motion smoothness aims to evaluate the tem-
poral consistency between adjacent frames through interpola-
tion. However, the accuracy of the interpolation may dimin-
ish with larger motions. Therefore, it should primarily serve
as an auxiliary tool for evaluation. Subject consistency uti-
lizes CLIP-based similarity to evaluate temporal consistency;
however, its semantic-level evaluation may not be sufficient
to capture the fine-grained consistency required for detailed
appearance transfer tasks.

If we possess ground-truth pairs of videos before and after
editing, we can assess pixel-level accuracy using metrics such
as PSNR and LPIPS. Our proposed new dataset is referred to
as Paired Video with Appearance editing (PVA). As shown in
Figure 4, we collect five 3D objects, each of which allows for
the editing of specific component appearances using 3D soft-
ware such as Blender. For each object, we apply two types of
appearance modifications as references. For example, in the
first row, we modify the car’s appearance. In the first modi-
fication, we change the color of the car door from deep blue
to orange. In the second modification, we completely swap
the colors of each component of the car. We collect five HDR
environments as backgrounds, to further assess the robust-
ness of our method under varying lighting conditions. For the
types of motion, we utilize three classic camera movements:
panning, zooming in, and zooming out.
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Figure 5: Qualitative Comparison of AdaptEdit with State-of-the-Art Methods. AdaptEdit excels in handling complex appearance descrip-
tions better than text-guided approaches. It surpasses other reference-based baselines by maintaining higher fidelity to reference appearances
and target video motion, while offering superior temporal consistency. For more detailed video results, see our supplementary material.

4 Experiments
4.1 Experimental Settings
Datasets. We utilize datasets from two sources. Multi-
Reference-Editing (MRE) is a collection of videos used in
baselines [Yang et al., 2024a], such as car-turn (see Fig-
ure 1). We edit the anchor frame in each video into vari-
ous references, ranging from simple overall appearance al-
terations (e.g., a red car in winter), to complex colorations
(e.g., a car in specified colors). For creating reference-based
edits, we use ComfyUI and Photoshop to modify the anchor
frame, producing a satisfactory reference. Additionally, we
construct the MRE-color dataset by applying deterministic
color transformations to the original videos, either converting
them to grayscale or applying a 180-degree hue shift, where
the reference is the original anchor frame and the ground truth
remains the original video. We also leverage PVA, our pro-
posed dataset described in Section 3.3.
Baselines. We compare our method with three categories
of baselines. The first category is optical-flow based, ex-
emplified by Rerender-A-Video [Yang et al., 2023] and
FRESCO [Yang et al., 2024a]. The second category is rep-
resented by AnyV2V [Ku et al., 2024], which is designed
for reference-based video editing tasks. It edits the first
frame and leverages I2VGEN-2 [Zhang et al., 2023] to prop-
agate changes to other frames. The final category encom-
passes methods focused on appearance transfer tasks. DiffEd-
itor [Mou et al., 2024] requires an additional mask, and both
the reference image and target image should be spatially

Method MS (↑) PSNR (↑) LPIPS (↓)
Target Video 0.9422

Rerender-A-Video 0.8826 - -
FRESCO 0.8762 - -

AnyV2V (inj. 0.5) 0.9324 18.2293 0.3148
AnyV2V (inj. 1.0) 0.9320 19.4697 0.2372

TF-Ref (k = 1) 0.9062 17.4829 0.2657
CiA (k = h× w, β = 1.0) 0.9288 26.2781 0.1239

CiA (k = h× w, β = 1.67) 0.9154 22.1831 0.1796
AdaptEdit 0.9311 26.9483 0.1213

Table 1: Results on the MRE dataset. “-” represents text-guided edit-
ing that only supports the Motion Smoothness (MS) metric. PSNR
and LPIPS are evaluated on MRE-color subset with ground truth.

aligned. TokenFlow [Geyer et al., 2023] refers to the method
of selecting the top-1 correspondence as the Nearest Neigh-
bor (NN). While the original TokenFlow is text-guided, we
adapt its concept for reference-based video editing, naming
our adaptation TF-Ref. CiA [Alaluf et al., 2024] refines the
original attention map to enhance focus and improve trans-
fer quality. It has two essential hyperparameters: α = 3.5,
the appearance guidance scale, directs the noisy latent code
toward denser regions of the distribution that match the ref-
erence appearance while steering it away from the original
appearance. β is a contrast operation designed to enhance the
variance of the attention maps, encouraging them to focus on
more concentrated regions. The optimal β depends on the
case, with β = 1.67 as default and β = 1.0 indicating no
contrast. Our experiments explore these two settings.
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PSNR (↑) LPIPS (↓) Time (↓)
DiffEditor 19.2673 0.1824 -

CiA (k = h× w, β = 1.0) 21.5348 0.1384 -
CiA (k = h× w, β = 1.67) 17.0240 0.2350 -

TF-Ref (k = 1) 19.2139 0.2339 25.35
k = 32 21.9362 0.1353 25.35

k = h× w 21.4857 0.1307 25.35
Ours (HSV, 20, {1, k∗, h× w}) 25.1736 0.1065 +8.97

HSV, 20, {1, 2n, h× w} 24.7081 0.1097 +37.93
HSV, 20, {1, h× w} 24.8560 0.1107 +8.03
HSV, 4, {1, h× w} 24.2425 0.1219 +2.45
HSV, 1, {1, h× w} 20.4482 0.2068 +1.80

Gray, 20, {1, h× w} 22.2180 0.1267 +8.03

Table 2: Results on the PVA dataset. Our AdaptEdit approach with
optimal search space achieve the best PSNR and LPIPS.

4.2 Experimemtal Results
Qualitative Results. Figure 5 highlights the challenges
posed by textual ambiguities for the text-guided Rerender-
A-Video, which struggles with color consistency. Similarly,
AnyV2V, using an I2V model, fails to preserve appearance
across frames with complex movements, degrading post-first-
frame quality. DiffEditor’s requirement for spatial alignment
complicates maintaining object shape and appearance in ob-
jects with large motion. Both CiA and our approach en-
hance cross-image attention for appearance transfer. How-
ever, only our method consistently and accurately transfers
complex appearances across frames. CiA without attention
contrast (β = 1.0) remains sparse attention maps, resulting
in uncolored regions on the car (left, frames 9 and 12) and
box detail changes (right, all frames). With attention con-
trast (β = 1.67), the coloring of the car improves, but incon-
sistencies and uncolored areas persist. Global contrast adjust-
ments using a constant value will disrupt the original image,
leading to structural deformations and color distortions.
Quantitative Results. We evaluate the methods quanti-
tatively on MRE and PVA datasets. Motion Smoothness
(MS) [Huang et al., 2024] is determined by interpolating
frames [Li et al., 2023] at times t−1 and t+1, and calculating
error with frame t. Table 1 demonstrates that text ambigui-
ties cause methods such as Rerender-A-Video and FRESCO
to fail in maintaining temporal consistency, thereby lower-
ing the MS score. Our method surpasses TF-Ref and CiA
in MS scores among reference-based techniques. Although
AnyV2V reports high MS scores, it contradicts the qualita-
tive results in Figure 5, indicating substantial frame-reference
discrepancies. This discrepancy occurs because MS captures
only adjacent frame consistency, failing to detect long-term
inconsistencies. Therefore, PSNR and LPIPS evaluations on
the MRE-color and PVA datasets are necessary for further
assessment. As shown in Tables 1 and 2, AdaptEdit consis-
tently excels across both datasets, achieving superior PSNR
and LPIPS results. On the challenging PVA dataset, there is a
notable improvement in PSNR (+3.6 dB) and LPIPS (-0.03)
compared to the best-performing baseline, CiA.
Ablation Study. In this section, we emphasize the impor-
tance of adaptively constructing k when applying correspon-
dence to guide CiA. Figure 6 illustrates a case from the PVA
dataset. When k = 1, the color transfer for each component
of the car is correct; however, there is significant blurring in
the background and at the edges of details. As k increases,

refanc tgt

Ground Truth

𝑘 = ℎ×𝑤

Adaptive k

𝑘 = 1

Figure 6: Case study on the importance of the adaptive k. As k
increases from 1 to h × w, blurring is reduced in some regions, but
content leakage becomes apparent in others. Employing an adaptive
k can achieve consistently high quality across the entire image.

the blurring is resolved, leading to an increase in PSNR (as
shown in Table 2, ranging from k = 1 to 32). During this pro-
cess, color transfer gradually becomes less accurate, resulting
in an increasing amount of unnecessary content leakage.

We employ our proposed AdaptEdit to adaptively construct
the vector k for each image token, according to the proxy
task in Eq. 3. Initially, we limit the search to just the two ex-
treme cases, {1, h × w}. There is a noticeable improvement
in PSNR (+3.2 dB) and LPIPS (-0.03) compared with a fixed
k. When we define the search space for k to span the entire
range of [1, h × w], specifically by traversing all the powers
of 2 within this range ({1, 2n, h×w}), the additional time re-
quired for the proxy task becomes unacceptable. As shown in
Table 2 (where + represents the additional time cost), traver-
sal incurs an extra time cost that is 1.5 times the total cost of
all other procedures. Moreover, traversal does not lead to an
improvement in PSNR; instead, it can result in degradation.
This suggests a slight misalignment between the proxy task
and the final task, where an overly fine-grained search space
makes the results highly sensitive to small differences in ad-
jacent values of k. By employing an early stop at k∗ within a
search space of {1, k∗ = 32, h×w}, we can achieve the best
appearance transfer performance efficiently. When decreas-
ing the total denoising timesteps from 20 to 4, there is mini-
mal impact on performance, while significantly enhancing the
efficiency of the proxy task. Furthermore, the HSV transfor-
mation proved to be the most effective proxy task. Replacing
it with grayscale transformation led to a noticeable decrease
in PSNR from 24.85 dB to 22.21 dB.

5 Conclusions
In this paper, we introduced AdaptEdit for reference-based
video editing, which disentangles the complex video editing
process by editing a reference frame and propagating its ap-
pearance through the video frames. By leveraging an adap-
tive correspondence strategy, AdaptEdit dynamically apply
semantic correspondence on cross-image attention, with hy-
perparameters optimized by a proxy task that ensures deter-
minism, alignment and efficiency. The experimental results
demonstrate the effectiveness of AdaptEdit, which outper-
forms the baselines in terms of high reference fidelity and
video temporal consistency.
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