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Abstract

LLMs have demonstrated impressive performance
across various language tasks. However, the
strengths of LLMs can vary due to different archi-
tectures, model sizes, areas of training data, etc.
Therefore, ensemble reasoning for the strengths
of different LLM experts is critical to achiev-
ing consistent and satisfactory performance on di-
verse inputs across a wide range of tasks. How-
ever, existing LLM ensemble methods are either
computationally intensive or incapable of leverag-
ing complementary knowledge among LLM ex-
perts for various inputs. In this paper, we pro-
pose an efficient Dynamic Ensemble Reasoning
paradigm, called DER to integrate the strengths
of multiple LLM experts conditioned on dynamic
inputs.  Specifically, we model the LLM en-
semble reasoning problem as a Markov Decision
Process, wherein an agent sequentially takes in-
puts to request knowledge from an LLM candi-
date and passes the output to a subsequent LLM
candidate. Moreover, we devise a reward func-
tion to train a DER-Agent to dynamically se-
lect an optimal answering route given the input
questions, aiming to achieve the highest perfor-
mance with as few computational resources as pos-
sible. Last, to fully transfer the expert knowl-
edge from the prior LLMs, we develop a Knowl-
edge Transfer Prompt that enables the subsequent
LLM candidates to transfer complementary knowl-
edge effectively. Experiments demonstrate that
our method uses fewer computational resources to
achieve better performance compared to state-of-
the-art baselines. Code and appendix are available
at https://github.com/Fhujinwu/DER.

1 Introduction

Large Language Models (LLMs) such as LLaMA [Touvron
et al., 2023] and GPT-3.5 [Achiam et al., 2023] have exhib-
ited remarkable performance across diverse tasks [Stark et al.,

2024; Hu et al., 2025; Wang e al., 20251, such as embodied
intelligence [Mu et al., 2023]. However, their variations in
architectures, model sizes, and training data result in distinct
strengths and weaknesses in different tasks [Jiang et al., 2023;
Lu et al., 2024]. Although training a larger LLM with more
comprehensive data is possible to maintain excellent perfor-
mance in all tasks, the cost is significant and often imprac-
tical. Consequently, it is crucial to assemble LLMs to en-
hance their generalization while minimizing the consumption
of computational resources in practical applications.

Unfortunately, assembling knowledge of LLMs with lim-
ited computing cost is difficult partly for the following rea-
sons. 1) Complex knowledge integration: Each LLM is typ-
ically trained on different datasets, which may include vary-
ing levels of quality, diversity, and bias. Harmonizing these
LLMs requires aligning their understanding with knowledge
bases, posing challenges to integration [Jiang er al., 2023;
Lu et al., 2024]. 2) High computational complexity: LLMs
are computationally intensive, requiring significant resources
for inference. Combining LLMs increases this complexity,
potentially necessitating more efficient algorithms to manage
[Sheng et al., 2023; Wan et al., 2024].

Recently, LLM ensemble has emerged as a rapidly pro-
gressing research area to leverage the diverse strengths of
multiple LLMs. Based on their strategies, most existing
methods can be broadly divided into four types. The Mixture-
of-Experts methods [Jiang er al., 2024; Tang et al., 2024] use
a router network to select and activate a subset of experts
to aggregate diverse expertise (see Figure 1 (a)), but they
often require retraining, cannot integrate non-homologous
LLM experts, and fail to leverage complementary knowl-
edge among experts. The parameter merging methods [Yu
et al., 2024; Matena and Raffel, 2022] merge the parameters
of homologous LLMs into a single unified model but can-
not assemble non-homologous LLMs. The rule-based meth-
ods [Dong et al., 2024; Du et al., 2023] assemble the advan-
tages of LLM by manually designing task-specific roles or a
fixed order. However, such a static setting makes it difficult
for the integration to generalize in various domains. To avoid
these issues, agent-based methods [Jiang et al., 2023] train
an agent to integrate non-homologous LLMs with the various
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Figure 1: Illustration of different LLM ensemble strategies. (a) Ensemble with MoEs. (b) Ensemble with the agent.

strengths, making them adaptable to various scenarios.

Despite the recent success of agent-based LLM ensem-
ble methods in outperforming the best one among the LLMs
across a wide range of downstream tasks, these methods still
face certain limitations. Firstly, a common drawback in most
existing methods [Jiang er al., 2023; Liu et al., 2024] is that
they integrate LL.Ms based on the final outputs of all LLMs.
These methods require prohibitively high computational costs
to run all the LLM candidates and result in inefficient uti-
lization of inference resources. Therefore, some easy sam-
ples that could be simply addressed by a single LLM have
to run all the LLMs at expensive costs. For example, Pair-
Ranker [Jiang et al., 2023] requires significantly more param-
eters (> 117D) than a single LLM in inference, potentially
leading to unbearable resource wastage. Secondly, while
some agent-based methods implement a classifier to accom-
plish the integration by selecting only one LLM candidate
at each time with very little inference cost (see Figure 1(b),
left), e.g., ZOOTER [Lu et al., 2024], their performance is
limited by the fact that they do not leverage the complemen-
tary knowledge among LLMs.

To address the above limitations, we propose a novel
Dynamic Ensemble Reasoning paradigm for integrating the
strengths of multiple LLM experts, called DER. Given that
LLMs are always trained on diverse datasets, we hypothesize
that they possess complementary knowledge, which can be
sequentially assembled. Nevertheless, the exponential growth
in possible combinations of routes renders it impractical to
address this challenge through classification tasks alone. To
overcome this, we view knowledge transfer as a sequential
decision process. Specifically, we model the LLM ensemble
as a Markov Decision Process (MDP), where a DER-Agent
dynamically requests contributions from LLMs and transfers
this knowledge to subsequent LLM candidates (see Figure
1(b), right). Moreover, we develop a reward function to train
the DER-Agent to select optimal answering routes based on
input questions, aiming to maximize performance while min-
imizing computational resources. Additionally, we introduce
a Knowledge Transfer Prompt (KTP) to facilitate effective
knowledge transfer among LLMs.

We summarize our main contributions as follows:

* We propose Dynamic Ensemble Reasoning (DER) for

the LLM ensemble, modeling it as a Markov Deci-
sion Process (MDP) for efficient sequential knowledge

transfer. This approach dynamically selects optimal an-
swering routes, integrating complementary knowledge
from various LLMs to maximize performance with min-
imal computational resources. Experiments show DER
integrates the strengths of different LLMs, achieving
nearly a 7-fold parameter reduction compared to ensem-
ble methods using the outputs of all LLMs.

We introduce a Knowledge Transfer Prompt (KTP) to
facilitate efficient knowledge sharing among LLMs and
develop a reward function to train the DER-Agent.
This ensures the DER-Agent leverages expert knowl-
edge from previous LLMs, optimizing task performance
while significantly reducing computational costs. Exper-
iments show that more than 9% improvement is achieved
on BARTScore using KTP and our reward function.

2 Related Works

Mixture-of-Experts Methods integrate the knowledge of
LLMs by selecting and activating a subset of experts through
a router network. Jiang et al. [Jiang et al., 2024] propose a
Sparse Mixture of Experts language model, which aggregates
the knowledge of diverse experts by selecting two experts at
each layer of the routing network to process the current state
and combining their outputs. Tang et al. [Tang et al., 2024]
propose the Weight-Ensemble MoE, which achieves assem-
bling different expert knowledge by training a router to select
and merge different LLM expert parameters. However, these
methods often require re-fine-tuning of the MoE model, and
it is difficult for experts to utilize the complementary knowl-
edge of other experts.

Parameter Merging Methods assemble the advantages of
LLMs by merging the parameters of multiple homologous
LLM:s into a single model. Matena and Raffel [Matena and
Raffel, 2022] propose the “Fisher merging”, which merges
the parameters of models with the same structure and initial-
ization, achieving the ability to assemble different LLMs. Yu
et al. [Yu et al., 2024] introduce an operation called DARE to
sparsify delta parameters of multiple homologous LLMs, and
subsequently merge them into a single model by parameter
averaging, realizing the ability to assemble LLMs. However,
these methods cannot assemble non-homologous LLMs.

Rule-based Methods assemble LL.Ms by manually setting
roles or fixed orders for specific tasks. Du et al. [Du et al.,
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Figure 2: General diagram of DER. We formulate the LLM ensemble as an MDP and train DER-Agent to select an optimal answering route
for inputs. At step ¢, the DER-Agent takes s; = [@ : x, A : §:—1] as input and selects an LLM M, to continue answering the question
regarding the existing answer, leading to a new answer ;. We calculate a reward 7, with 7, and update the state to s, 1. This process will
loop until the answer is evaluated as satisfactory enough or the max trajectory length.

2023] propose LLM-debate, in which multiple LLMs get a
consensus in multiple rounds of common debate. Dong et
al. [Dong et al., 2024] use three LLMs, set up as analysts,
coders, and testers, to collaboratively develop software in se-
quential execution. Despite the advantages of these to quickly
assemble LL.Ms, this static setup is hard to generalize.
Agent-based Methods dynamically integrate the advan-
tages of different non-homologous LLMs by training an agent
and can be used in various scenarios. Jiang er al. [Jiang
et al., 2023] propose the LLMs ensemble framework LLM-
BLENDER in expectation of consistently superior perfor-
mance, which selects the TOP-K responses by PairRanker
and mixes them to generate final outputs using the GEN-
FUSER. Liu et al. [Liu et al., 2024] propose DyLAN, which
enables the LLM ensemble through multiple rounds of in-
teraction and an early stopping mechanism. However, they
are assembled with the outputs of all candidate LLMs, which
tends to waste significant computational resources. Lu et al.
[Lu et al., 2024] propose ZOOTER, a reward-guided routing
method that can directly and accurately assign each prompt to
LLMs with expertise, using a small computational overhead.
However, it is limited in answering performance because it
does not utilize complementary knowledge between LLMs.

3 Proposed Methods

3.1 Problem Definition and Motivations

Problem Definition. Given an input question set
{z1,...,zx} with K questions, the LLM ensemble aims to
aggregate the strengths of different LLMs (experts) to con-
sistently achieve superior performance. Specifically, given an
input question = and a model pool {M1,..., My} with N
LLMs, we aim to select k£ models to answer the question to-
gether to improve the quality of the answer.

Motivations. Existing methods [Lu er al., 2024; Yao et
al., 2023] train an agent to select the most suitable LLM to

answer each question individually (see Figure 1 (b), left).
Although these methods can improve the answering perfor-
mance, their performance is limited due to the underutiliza-
tion of the different knowledge contained in LLMs. To over-
come this issue, we aim to develop an effective knowledge
aggregation strategy to achieve superior performance. In-
tuitively, leveraging knowledge transfer from one LLM to
another can compensate for individual LLM shortcomings,
fostering a collaborative integration of diverse knowledge.
Moreover, there exists an optimal knowledge transfer route
for each question. Unfortunately, the number of possible
route combinations is as large as >, | N k where N is the
number of LLMs, k is the route length, and m is the maxi-
mum route length. In this sense, finding an optimal route for
each sample poses a severe challenge.

To address the above issue, we naturally model the knowl-
edge transfer as a sequential decision process, given its se-
quential nature. To this end, we require selecting certain
models consecutively from the pool to answer the question,
with each model able to refer to the responses provided by
its predecessors (see Figure 1 (b), right). In this way, we de-
rive an ultimate response from the terminal model. Our goal
lies in identifying an optimal pathway of model execution
Route®:=[M;=M ;= - .. =My] to enhance the quality of
the final answer with modest computational cost. As shown
in Figure 2, we formulate the LLM ensemble as a Markov
Decision Process (MDP) and train a DER-Agent to select an
optimal answering route. At each time step ¢, the DER-Agent
determines the next LLM to generate a response based on the
input question and the current answer (initially absent). This
procedure utilizes the Knowledge Transfer Prompt (KTP), fa-
cilitating the LLM to construct an answer that progressively
integrates insights from the previous LLM. The newly formed
answer serves as the next state, enabling the ongoing knowl-
edge transfer. This process continues looping until the answer
is satisfactory or the maximum trajectory length is reached.
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3.2 Dynamic Ensemble as an MDP

We seek a general DER-Agent to select an optimal sequen-
tial execution route of LL.Ms for the input question z, obtain-
ing the highest performance with the least possible compu-
tational resources. To this end, we formulate the selection
of the sequential execution route of LLMs as Markov De-
cision Process (MDP) [Van Otterlo and Wiering, 2012]: <
S, A, T,R,n >. The state space of the environment is S and
the action space of the agent is 4. At time step ¢, the agent
takes the state s; € S as input and performs an action a; € A
through the policy network 7 : S x A — [0, 1]. The environ-
ment changes to the next state St41 = T(st, at) according
to the transition function 7 and a reward r, = R(s¢, a¢) is
received with reward function R. The MDP is detailed as:

States S is a set of states which describe the environment.
At time step t, the state consists of a question-answer pair:
st = [Q : x, A : §;_1], where z is the input question and
9J¢—1 is the answer from the selected LLM at time step ¢ — 1
(the answer is None initially). Thus, the agent judges the
quality of the current answer by the question-answer pair and
predicts which next LLM to answer.

Actions A is a discrete set of actions the agent takes. The
action space A = {1,2,..., N} is the index of each LLM.
At time step ¢, the agent gives the action a; € A based on
the state s; to select a next LLM M,, from the model pool
(My,..., My).

Transition 7 (S, A) is a function 7: S x A — S which
maps a state s; into a new state s;4;. When the BERTScore
P(gr) for the answer g reaches a manually-set threshold
po or the maximum trajectory length 7),,,. is reached, this
episode will be terminated and s7; is None. Otherwise,
the selected LLM at time step ¢ will answer the question x
concerning the existing answer j;_1:

sep1 = [Q:x, A, (D
where §; = Mo, (KTP(z, §1-1)).

KTP(-) is the Knowledge Transfer Prompt (KTP) that we
designed to stitch together the question and answer from the
previous LLM M,, , and to promote the current LLM to
answer the question x concerning the previous answer ;1.
The KTP is detailed in subsection 3.4.

Rewards R (S, A) is the reward function. In the LLM
ensemble task, the reward can be considered as an evaluation
of the quality of the answer ¢ for the selected LLM M,,. The
details of the reward function are given in the subsection 3.3.

Policy mp(a | s) : A x S — [0, 1] describes the behaviors
of the agent. During the training process, the agent takes the
current state s; as input and outputs a probability distribution
for each possible actiona; € A ={1,2,...,N}:

exp {fo (st)} :
S sexp {fo (s0), }

where fy (s¢) is the output vector of the policy network with
input s¢, and ¢ denotes the index of the action. @ is the learn-
able parameters of the policy network.

The general diagram of the proposed DER is shown in
Figure 2. Given an input question z, the DER is initialized

@)

m(ar =1i|s0) =

with state s9 = [@ : x,A : None]. The agent takes sg
as input and gives an action aq so that an LLM M, is se-
lected to answer the question with 3. And then the reward
ro is calculated for agent optimization based on the answer’s
quality and computational resources. The state is updated to
s1 = [Q : z, A : o] with the answer y. The above process
will continue until the BERTScore P(;) exceeds the thresh-
old py or the maximum trajectory length is reached. Finally,
the last answer g is obtained, which is high-quality thanks
to the knowledge transfer among LLMs.

3.3 Reward Function Design

In our designed MDP, the reward function is defined to re-
flect three aspects: the quality of the answer provided by the
selected LLM, the increment quality of the answer, and the
computational resources:

P(§,) — aC(M,,), t=0
Ri={ p SR acny, 1300 O

where P(-) is the BERTScore, which is commonly used to
evaluate the quality of generated text and its high correlation
with human judgment [Zhang et al., 2019]. The g is the out-
put answer of the selected LLM M,,, C(-) is the computa-
tion cost of M,,, AP(§) = P(§:)—P(J:—1) is the increment
of the BERTScore of the answer from ¢t — 1 to ¢, and «, 5 is
the coefficient to determine the ratio of computation cost and
the increment of the score, respectively. In addition, we add
additional rewards or penalties to allow the agent to complete
the generation of routes in limited steps. Thus, the complete
reward follows:

R(St at) _ { Rie+7, t < T and P(:‘gt) = Po
’ Rt -7, t:Tmaz andp(yt) < Po ’

“)

where pg is the threshold of the BERTScore for which an

environment gives an end, 7},4, 1S the maximum step size,

and -y is the bias for extra rewards or penalties. Note that in

the testing phase P({;) > po or P(4:) < po is judged by one

of our trained Terminator, which is a binary classifier.

3.4 Knowledge Transfer Prompt

We develop the Knowledge Transfer Prompt (KTP) to facil-
itate effective knowledge transfer among LLMs. The pro-
posed KTP expects that the current LLM effectively uses the
answer (knowledge) of the previous LLM ¢,_; without being
limited by it, to improve the performance of generating a bet-
ter answer to the input z. To ensure that LLM experts follow
the knowledge transfer settings, we introduce a role-playing
mechanism [Kong et al., 2024] into the KTP as:

Knowledge Transfer Prompt:

[x] \n There is an answer to the question from an-
other student: \n [{;—1] \n Using another student’s
answer as additional advice, you need to give a more
satisfactory answer directly. DO NOT mention other
students.

First, we treat the previous LLM’s answer ¢J;_1 as the “stu-
dent’s answer”, thereby avoiding the overriding influence of
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Category Methods A;‘ilr?}]r.lfie’r s/sample | Rouge-S T BARTScore T BLEURT 1 BERTScore TGPT-Rank|
Oracle (BARTScore) - - - 0.33 -2.87 -0.38 73.23 -
ChatGPT [Achiam et al., 2023] - =175B — 0.39 -3.00 -0.26 76.23 -
MOSS [Sun et al., 2023] - 16B - 0.19 -3.69 -0.73 64.85 -
Vicuna [Chiang et al., 2023] - 13B - 0.27 -3.44 -0.61 69.60 -
Alpaca [Taori et al., 2023] - 13B - 0.29 -3.57 -0.53 71.46 -
Baize [Xu et al., 2023] - 13B - 0.20 -3.53 -0.66 65.57 -
Open Assistant [LAION-AI, 2023] - 12B - 0.34 -3.45 -0.39 74.68 -
LLMs Dolly2 [Conover et al., 2023] - 12B - 0.16 -3.83 -0.87 62.26 -
FLAN-T5 [Chung et al., 2024] - 1IB - 0.13 -4.57 -1.23 64.92 -
Koala [Geng er al., 2023] - 7B - 0.19 -3.85 -0.84 63.96 -
Mosaic MPT [Team and others, 2023] — 7B - 0.14 -3.72 -0.82 63.21 -
StableLM [Stability-Al, 2023] - 7B - 0.17 -4.12 -0.98 62.47 -
ChatGLM [Du et al., 2022] - 6B - 0.27 -3.52 -0.62 70.38 -
Classifier-OPT 125M 13B 3.98 0.27 -3.44 -0.61 69.60 2.84
PairRanker [Jiang er al., 2023] 400M 117B 4441 0.32 -3.14 -0.38 73.03 2.25
LLM-debate [Du et al., 2023] - 234B 56.58 0.27 -3.51 -0.55 71.59 3.16
Ensemble ReConcile [Chen et al., 2024] - 351B 5575 0.24 -3.79 -0.71 68.61 3.68
sampling-voting [junyou li ef al., 2024]110M 234B  38.07 0.27 -3.39 -0.33 70.12 3.20
DyLAN [Liu et al., 2024] - >234B 115.68 0.28 -3.69 -0.64 70.90 3.85
DER (Ours) 125M 17B 932  0.35+9.38%) -3.14(+0.00%) -0.31(+6.06%) 75.00(+2.70%) 2.02

Table 1: Comparison with LLMs and state-of-the-art baselines on the MixInstruct. (-) indicates relative improvement over the second-best.

the answer content of the predecessor. We then ask the cur-
rent LLM to refer to the “student’s answer” to give a more
satisfactory answer ¢; to question x via “you need to give a
more satisfactory answer”. In addition, the proposed KTP
avoids LLM outputting role-playing messages and irrelevant
information by “DO NOT mention other students”.

3.5 Learning with Proximal Policy Optimization

We use the Proximal Policy Optimization (PPO) [Schulman
et al., 2017] to optimize the parameters 6 of the DER-Agent
(policy) due to the stability and sample-efficiency as:

Actor. The actor (DER-Agent) is trained for LLM selec-
tion according to the question-answer pair. To enhance the
ability of natural language understanding, we employ a pre-
trained OPT-125M [Zhang et al., 2022] with two Linear lay-
ers connected to the last hidden layer, where the output dim
is the number of Candidate LLMs N. In the off-policy algo-
rithm, the old policy 7y, ,, with old parameters 6,4 is used to
collect trajectories with the environment, while the policy my
is updated using trajectories collected by 7y, .

Critic. The critic V() is used to estimate the expected re-
turn v, of the state s; and calculate the advantage, which aids
the actor in learning more efficiently and stably. The critic
is composed of an OPT-125M with two Linear layers. But
the output dim is set to one. Besides, the old critic V3, (s)
is used to collect trajectories, and the new critic Vi (s) is up-
dated using the collected trajectories.

Learning Objectives. The goal of the learning is to maxi-
mize the expected long-term return 7 (6):

;7(9) N E‘rwﬂg(‘r) [G(T)]
= ]ET’\‘TFGOM (1) [min(pA™ta (s¢, ar),

clip (p, 1= €,1+¢) A™ota (s,,a0))],  (5)

Algorithm 1 PPO Training for DER

Require: Prompt-Answer dataset D, DER-Agent 7g, critic
Vg, replay buffer B, buffer size M, training iterations m,
actor 6 and critic ¢.

1: Initialize B, parameters € and ¢.
2: while Not converged do
3:  for (question xz;, answer y;) in D do
4: Collect a trajectory 7 using old mg_,, and V4, ,, and
put it into B.
5 if |B| = M then
6: for iteration =1,2,..., M do
7: Uniformly sample 7 € B.
8: Calculate 7 (6) via Eqn. (5).
9: Update 6 to maximize 7 (0).
10: Calculate TD error d; via Eqn. (6).
11: Update ¢ to minimize TD error d;.
12: end for
13: Empty the replay buffer B.
14: Update 0,4 < 6.
15: Update ¢y1q < ¢.
16: end if
17:  end for

18: end while

where G(7) is the total return of the trajectory T
{Stvatvrtavthﬂe"ld (stvat)} obtained by 7y, and Vo,

p = mo(at]st)
To,q (at]st)

given by mp and my,,, for state s, and € is a hyperparame-
ter, usually set to 0.2 [Schulman er al., 2017]. The operation
clip(p,1 —€,1 + €) constrains p to the range [1 — €, 1 + €],
and A% (s4, ay) = ry — Vp,,,(s¢) is the advantage at ¢.
Training. The overview of the optimization process is pre-
sented in Algorithm 1. Specifically, given a Prompt-Answer

is the ratio of the probability of action a,
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Category Methods 7[\;:;? Trifir Acc (%) T Rouge-S 1BARTScore TBLEURT {BERTScore 1GPT-Rank],
MOSS [Sun et al., 2023] - 16B 19.41 0.29 -5.27 -0.58 70.14 -
Vicuna [Chiang et al., 2023] - 13B 33.74 0.36 -4.51 -0.43 74.68 -
Alpaca [Taori et al., 2023] - 13B 8.11 0.17 -5.86 -0.95 63.07 -
Baize [Xu et al., 2023] - 13B 31.08 0.30 -5.11 -0.59 69.97 -
Open Assistant [LAION-AIL 2023] - 12B 16.60 0.31 -5.26 -0.58 70.64 -
LLMs Dolly2 [Conover er al., 2023] - 12B 11.52 0.23 -5.66 -0.88 67.27 -
FLAN-T5 [Chung ef al., 2024] - 1IB 24.03 0.37 -4.94 -0.42 74.68 -
Koala [Geng er al., 2023] - 7B 20.70 0.25 -4.94 -0.95 67.98 -
Mosaic MPT [Team and others, 2023] - 7B 23.43 0.31 -4.97 -0.53 70.77 -
StableLM [Stability-Al, 2023] - 7B 19.56 0.32 -4.70 -0.39 74.76 -
ChatGLM [Du et al., 2022] - 6B 21.08 0.33 -4.90 -0.57 72.64 -
PairRanker [Jiang e al., 2023] 400M 117B 30.17 0.36 -4.74 -0.39 74.26 1.85
LLM-debate [Du et al., 2023] - 234B 19.71 0.27 -5.35 -0.74 68.39 2.43
Ensemblesampling-voting [junyou li et al., 2024]110M 234B 26.08 0.36 -4.91 -0.34 73.21 1.68
DyLAN [Liu et al., 2024] - >234B  19.64 0.25 -5.41 -0.77 68.02 277
DER (Ours) 125M 26B 34.98(+1594%) 0.37 -4.44 -0.41 75.14 1.27

Table 2: Comparison with LLMs and state-of-the-art baselines on the GSMS8K.

dataset D, we use mg_,, and Vj_,, to interact with the envi-
ronment to collect a trajectory 7 and compute the advantage
A4 (8¢, a;). We then put 7 into the reply buffer B. When
a certain number of trajectories (such as M) have been col-
lected, they are used to train the actor and critic. In particular,
we first uniformly sample sequences from the reply buffer B,
and then calculate the expected long-term return 7 (6) so that
to optimize the parameters of the policy 7y. Besides, the Tem-
poral Difference (TD) error d; is also calculated to optimize
the parameters of the critic V:

5t = Gt — Vq& (St) s (6)

where G, is the total expected return starting from time step
t. After training a certain number of times using the samples
in the existing reply buffer B, we clear the reply buffer and
update the parameters of the old policy 7, and critic V3, ,.
Then we repeat the above operation until convergence.

4 Experiment

Datasets and LLM experts. Following the settings of Pair-
Ranker [Jiang et al., 20231, we use MixInstruct as the bench-
mark. In addition, we use the GSM8K [Cobbe et al., 2021]
and Multidomain we constructed (see Appendix 2.3) for fur-
ther evaluation. We select eleven LLM experts for the ensem-
ble task: Open Assistant [LAION-AI, 2023], Vicuna [Chiang
et al., 2023], Alpaca [Taori er al., 2023], Baize [Xu et al.,
2023], MOSS [Sun et al., 2023], ChatGLM [Du et al., 2022],
Koala [Geng et al., 2023], Dolly2 [Conover et al., 2023], Mo-
saic MPT [Team and others, 2023], StableLM [Stability-Al,
2023] and FLAN-T5 [Chung et al., 2024].

Baseline Methods. 1) Classifier-OPT (Appendix 2.5), 2)
PairRanker [Jiang et al., 2023], 3) LLM-debate [Du et al.,
2023], 4) ReConcile [Chen er al., 2024], 5) sampling-voting
[junyou li et al., 2024], and 6) DyLAN [Liu et al., 2024].

4.1 Comparison Experiments

We compare our proposed DER, eleven LLM experts, Chat-
GPT, and state-of-the-art (SOTA) LLM ensemble methods to

Version BARTScore T BLEURT 1T BERTScore 1
Random (w/o KTP) -3.48 -0.45 72.69
Random -3.42 -0.45 72.88
Ours (w/o KTP) -3.29 -0.40 74.30
Ours -3.14 -0.31 75.00

Table 3: Experimental results on the effect of KTP.

demonstrate our method superior performance. We conduct
experiments on a variety of downstream tasks, including QA
task (see Table 1), mathematical reasoning task (see Table 2),
and multi-domain QA task (see Appendix 3.2).

DER is consistently better than single LLM. From Ta-
ble 1, DER achieves better performance than a single LLM.
Crucially, the DER on BARTScore is improved by 8.7% com-
pared to Vicuna. In addition, DER reaches 98% of the Chat-
GPT performance on the BERTScore, while the inference pa-
rameters are only 10% of those of ChatGPT. We conclude that
DER achieves better performance than the single LLM due to
its ability to aggregate the complementary knowledge of di-
verse LLMs through knowledge transfer.

Trade-offs between performance and computational re-
sources. As shown in Table 1, the proposed DER achieves
better performance than the SOTA methods with a little
cost. Specifically, the proposed DER reduces the compu-
tational overhead of LLMs inference by about 85% (117B
— 17B) compared to PairRanker, while DER increases the
BERTScore by about 2.7% (73.03 — 75.00) compared to
PairRanker. In addition, our method is also the best performer
on the GPT-Rank metric. The main reason is that the reward
function of our design requires DER-Agent to aggregate the
strengths of diverse LLMSs on as few resources as possible
while setting the maximum route length.

Superior performance on mathematical reasoning.
From Table 2, DER outperforms SOTA methods on the math-
ematical reasoning task. Specifically, compared to Pair-
Ranker, DER reduces the inference cost by more than 77%
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Table 4: Experimental results for the component of the reward func-
tion on MixInstruct. Notably, o = 0.001.

Version Param. | BARTScore TBLEURT 1BERTScore 1
Trax =3 15B -3.15 -0.32 74.97
Tz =4 17B -3.14 -0.31 75.00

Traz (W/o Term.) 28B -3.15 -0.34 73.32
Traz =5 20B -3.16 -0.32 74.94

Table 5: Experimental results with different reachable maximum
step (Tmax) and without Terminator (w/o Term.).

and increases the Accuracy by about 16%. We conclude that
DER effectively aggregates the strengths of LLMs to gener-
ate better mathematical reasoning results after the knowledge
transmission through them.

4.2 Ablation Studies

Effectiveness of Knowledge Transfer Prompt. We compare
DER and DER (w/o KTP) to demonstrate the effectiveness
of the KTP. From Table 3, the KTP effectively improves the
performance of DER. Specifically, there is a 4.6% increase in
BARTScore after using the KTP. This is strong support for
the fact that the use of a role-playing prompt allows the LLM
to leverage the knowledge of the previous LLM to produce a
more satisfactory output [Kong er al., 2024].

Effectiveness of LLM ensemble using MDP. As shown
in Table 3, compared with the randomly generated route
method, the DER outperforms the randomly generated route
method by 2.31 in BERTScore. The primary reason is that by
modeling the LLM ensemble as an MDP, the trained DER-
Agent chooses an appropriate LLM based on the answer of
the previous LLM to continue the answering.

Effects of the reward function R. We study the effects
of SAP(g) and ~y in reward function on the performance of
DER, by conditioning 5 = 0 or v = 0 in Equation (3) and
(4). As shown in Table 4, whenever 5 = 0 or v = 0 both
lead to about 3% performance degradation of DER on the
BARTScore metric. This provides strong support for adding
additional rewards/ penalties to our reward function (see Sec-
tion 3.3) for answering the performance increase and whether
or not completing the task within a finite step size improves
DER'’s performance on the LLM ensemble task.

Effects of the Terminator. We study the effect of Termi-
nator on DER at the maximum reachable step T},4, = 4.
As shown in Table 5, DER with Terminator reduces the pa-
rameters by 39% while also improving the BERTScore by
1.68. This is because the route reaches the endpoint when the
Terminator believes that the output answer is greater than or
equal to the threshold py = 0.73 on the BERTScore metric
(selection of py see Appendix 4.2). Therefore, using Termi-
nator reduces the average computational resources required
for inference of LLMs and results in better performance.

a B v BARTScoret BLEURT{ BERTScore 1 Length T=1 T=2 T=3 T=4
v v -3.32 -0.34 74.68 Percentage 38.1% 17.6% 6.1% 38.2%
v v -3.22 -0.34 74.52
v v U -3.14 -0.31 75.00

Table 6: Statistics of answer route length generated by DER on Mix-
Instruct testset for all samples.

Version  Agent Infer. BARTScore © BLEURT 1 BERTScore 1
Two experts 125M 49B -3.23 -0.33 74.80
One expert 125M 17B -3.14 -0.31 75.00

Table 7: Experiments to the number of experts per state.

Effects of the maximum reachable step 7,,,.. As shown
in Table 5, as the maximum reachable step increases, the av-
erage parameter of the LLMs inference also increases, but
it does not make a significant difference to the performance.
Therefore, we set the T},,, to 4. In addition, we count the
length of answer routes generated by DER for all samples.
As shown in Table 6, a substantial majority, i.e., 55.7% of
DER’s answer routes on MixInstruct have a length T' < 2,
validating the practical efficiency of DER.

Effects of the number of experts selected for each state.
We conduct experiments where two experts are selected in
each state to demonstrate that selecting one expert per state
is optimal. From Table 7, DER produces better-generated an-
swers by selecting an expert per state, with a 65% reduction
in inference parameters. The reason is that the knowledge
gained from the non-optimal experts selected in each state af-
fects the quality of the expert’s answer in the next state.

4.3 Eaxmple of DER

From Appendix 5, the DER-Agent selects a suitable LLM
to continue the answering task as the sequence decision pro-
cess proceeds, and the answering performance ends up be-
ing the best. Notably, the next LLM expert tends to leverage
the knowledge of the previous LLM expert to improve the
output answer. Thus, DER assembles complementary knowl-
edge among LLMs to obtain better output answers.

5 Conclusion

In this paper, we propose a novel dynamic ensemble reason-
ing method, called DER, to integrate the strengths of LLM
experts dynamically conditioned on dynamic inputs. Specifi-
cally, we model the LLM ensemble as an MDP, where a DER-
Agent takes dynamic inputs, sequentially asks an LLM can-
didate to provide knowledge, and passes the knowledge to
subsequent LLM candidates. We devise a reward function
to train a DER-Agent to select an optimal answering route
given the input questions, aiming to achieve the highest per-
formance with as little computational cost as possible. We de-
velop a KTP that enables the subsequent LLM to utilize the
expert knowledge of the prior LLMs. Experiments demon-
strate that DER integrates the advantages of LLMs with only
15% of the inference parameters compared to the LLM en-
semble methods based on the output of all LLMs.
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