
Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

ContextAware: A Multi-Agent Framework for Detecting Harmful Image-Based
Comments on Social Media

Zheng Wei1 , Mingchen Li2 , Pu Zhang2 , Xinyu Liu2 , Huamin Qu1∗ , Pan Hui2†
1The Hong Kong University of Science and Technology

2The Hong Kong University of Science and Technology (Guangzhou)
zwei302@connect.ust.hk, {mli736,pzhang012,xliu055}@connect.hkust-gz.edu.cn,

huamin@cse.ust.hk, panhui@ust.hk

Abstract
Detecting hidden stigmatization in social media
poses significant challenges due to semantic mis-
alignments between textual and visual modalities,
as well as the subtlety of implicit stigmatization.
Traditional approaches often fail to capture these
complexities in real-world, multimodal content. To
address this gap, we introduce ContextAware, an
agent-based framework that leverages specialized
modules to collaboratively process and analyze im-
ages, textual context, and social interactions. Our
approach begins by clustering image embeddings
to identify recurring content, activating high-likes
agents for deeper analysis of images receiving
substantial user engagement, while comprehensive
agents handle lower-engagement images. By inte-
grating case-based learning, textual sentiment, and
vision-language models (VLMs), ContextAware re-
fines its detection of harmful content. We evaluate
ContextAware on a self-collected Douyin dataset
focused on interracial relationships, comprising
871 short videos and 885,502 comments—of which
a notable portion are image-based. Experimental
results show that ContextAware not only outper-
forms state-of-the-art methods in accuracy and F1
score but also effectively detects implicit stigmati-
zation within the highly contextual environment of
social media. Our findings underscore the impor-
tance of agent-based architectures and multimodal
alignment in capturing nuanced, culturally specific
forms of harmful content.

1 Introduction
The detection of hidden stigmatization and discriminatory
content on social media platforms has become an increasingly
urgent challenge in the digital age [Mossie and Wang, 2020;
Cao et al., 2024; Wang and Lee, 2024]. The ubiquity of user-
generated content means that harmful sentiments can prolif-
erate rapidly, often veiled in subtle language, imagery, and
cultural expressions that elude traditional detection methods.

∗Corresponding authors
†Corresponding authors

Implicit stigmatization manifests through nuanced linguis-
tic features, visual cues, metaphors, sarcasm, and insinua-
tions—elements that pose significant challenges to conven-
tional algorithms.

Traditional content detection techniques predominantly
rely on explicit keywords, predefined rules, and basic vi-
sual features [Yin et al., 2016]. While such approaches
are effective for overtly harmful content, they struggle with
subtlety and context-dependency. The complexity intensi-
fies when multimodal content—such as memes, image-based
comments, or images with layered references—is involved.
Not only must each modality be analyzed, but the intricate
interplay among textual, visual, and social interaction cues
(e.g., the number of likes) requires consideration. Existing
methods often emphasize feature extraction and fusion [Cao
et al., 2023] but still face semantic gaps and misalignments
between heterogeneous modalities [Yang et al., 2022].

Recent advances in Large Language Models (LLMs) and
Vision-Language Models (VLMs), such as GPT-4o, BLIP-2,
and CLIP, have motivated new attempts to exploit zero-shot
or few-shot learning for implicit content detection [Hou et al.,
2024; Li et al., 2023; Pourpanah et al., 2022; Ji et al., 2024].
These techniques can generate captions or textual represen-
tations of images, facilitating cross-modal alignment and re-
ducing semantic gaps. However, the quality of these repre-
sentations can vary: if captions are too generic or lack de-
tail, key contextual or visual nuances may remain undetected
[Gallegos et al., 2024]. Moreover, social media platforms
like Douyin often exhibit rapid and culturally specific evolu-
tions in stigmatizing content, further complicating detection
[Mossie and Wang, 2020].

In this work, we address the crucial yet underexplored
role of contextual information—video titles, hashtags, com-
ment text, and social interaction features—in detecting im-
plicit stigmatizing content. Specifically, we focus on the chal-
lenge of identifying harmful image-based comments under
short videos. Each video contains a title and hashtags, while
each comment includes either text or an image and an associ-
ated “like” count. Traditional methods tend to overlook these
cross-modal contextual clues, which are critical for under-
standing the subtle or implied harmful intent of image-based
comments.

To this end, we introduce ContextAware, an agent-based
framework designed to incorporate these social media con-
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textual features into the detection pipeline. We evaluate our
approach using a self-collected dataset from Douyin, focusing
on intimate interracial relationships, a topic where implicit
stigmatization frequently occurs but is especially challenging
to detect with conventional methods. Our dataset contains
871 short videos and 885,502 comments (including image-
based ones). Through extensive experiments, we show that
ContextAware provides more accurate and robust detection
of implicit stigmatizing content than existing state-of-the-art
models. By leveraging video-level context, comment senti-
ment, and social cues such as “like” counts, the framework
can uncover subtle negative undertones often overlooked by
purely keyword- or feature-based methods.

Our key contributions are summarized as follows:

• Agent-based Context Integration. We propose Con-
textAware, a multi-agent framework that aggregates tex-
tual, visual, and interaction cues (e.g., “likes”) into a co-
hesive detection pipeline.

• Case-based Learning for Harmful Content. We intro-
duce a novel strategy that clusters analysis results of
harmful image-based comments to extract generalizable
principles of implicit stigmatization.

• Real-world Dataset. We collect a Douyin dataset on in-
terracial relationships, showcasing the prevalence of im-
plicit discriminatory imagery and providing a testbed for
context-driven detection.

• Improved Performance. Experimental results indi-
cate that ContextAware significantly outperforms current
baselines on both accuracy and F1 scores, demonstrating
the efficacy of an agent-driven approach.

The remainder of this paper is organized as follows. Sec-
tion 2 reviews related work on implicit content detection
and multimodal analysis. Section 4 introduces the Douyin
dataset. Section 5 describes the experimental setup. Section
6 presents the results and comprehensive analyses. Finally,
Section 7 concludes the paper and discusses potential direc-
tions for future research.

Stakeholders & Multidisciplinary Collaboration Our
study is approved by the IRB of HKUST (GZ) (HKUST
(GZ)-HSP-2024-0065), and is carried out by an interdisci-
plinary author team that brings together expertise in compu-
tational media, multimodal machine learning, data science,
visualization, and AI to ensure technical rigor, social rele-
vance, and ethical compliance.

2 Related Work

The detection of implicit stigmatization and discriminatory
content on social media has become increasingly critical
in light of the subtle yet pervasive nature of harmful user-
generated posts. While many early methods have contributed
to addressing explicit hateful or offensive language, the com-
plexity of implicit stigmatization continues to pose substan-
tial challenges—especially when visual, textual, and contex-
tual cues must be considered jointly.

2.1 Implicit Content Detection in Social Media
Traditional approaches to content detection on social plat-
forms rely on explicit keywords, rules, and handcrafted vi-
sual features [Zhu et al., 2016]. Although these methods can
flag overtly harmful content, they often fail to capture implicit
stigmatization, which frequently takes the form of linguistic
nuances or hidden visual cues. Sarcasm, metaphors, and in-
sinuations necessitate a more holistic approach that integrates
semantic and contextual understanding. Advancements in
deep learning for NLP and computer vision have significantly
improved the detection of implicit content. For instance, Rao
et al. [Rao et al., 2014] combined sentiment analysis with
topic modeling to unveil subtle negative emotions embedded
in social media comments. Multimodal methods that merge
textual and visual information have further enhanced detec-
tion performance. Ji et al. [Ji et al., 2024] employed cross-
modal alignment to detect harmful memes, while Farı́as et al.
[Farı́as et al., 2016] and Zhang et al. [Zhang et al., 2019]
examined linguistic phenomena that convey implicit biases.
Radford et al. [Radford et al., 2021] highlighted the advan-
tages of simultaneously analyzing text and images, achiev-
ing zero-shot transfer capabilities across various tasks. More
recently, Meng et al. [Meng et al., 2024] introduced the
MMLSCU dataset, leveraging multimodal data and chain-of-
reasoning strategies to address live streaming content. De-
spite these strides, numerous challenges persist—particularly
in cross-cultural and cross-linguistic contexts. The variabil-
ity in how different cultures express implicit stigmatization
undermines the generalizability of detection models, and the
inherent diversity of user-generated content places high de-
mands on nuanced contextual analysis.

2.2 Zero-Shot Learning and Multi-Agent Systems
in Multimodal Analysis

LLMs demonstrate strong zero-shot capabilities, performing
diverse tasks without task-specific training data [Hou et al.,
2024]. Models such as GPT-3.5 and GPT-4o excel at text gen-
eration, sentiment analysis, and question-answering, aided by
Reinforcement Learning from Human Feedback (RLHF) [Bai
et al., 2022] for more human-like outputs [Singgalen, 2024;
Achiam et al., 2023; Li et al., 2024]. In vision-language mod-
eling, parameter scaling has bolstered zero-shot and few-shot
performance in question-answering, with models like Visual-
BERT [Li et al., 2019] and BLIP-2 [Li et al., 2023] attain-
ing state-of-the-art results. Additional techniques—such as
PromptHate [Cao et al., 2023] for hate-speech detection and
PromptCap [Hu et al., 2022] for enhanced image descrip-
tions—further extend capabilities in domain-specific tasks.
However, LLM-based systems often struggle to detect subtle
and context-dependent stigmatization, especially when cul-
tural or platform-specific cues significantly shape the user’s
intent [Gallegos et al., 2024]. For example, Douyin posts
featuring interracial relationships may draw on culturally spe-
cific stigmatizing tropes [Wei et al., 2024a], which require
precise interpretation of video titles, hashtags, user com-
ments, and the nature of image-based content.

Multi-agent systems have emerged as a promising direction
for handling these intricacies. By decomposing the detection
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pipeline into specialized agents—each optimized for a par-
ticular modality (e.g., text or images) or context (e.g., com-
ment sentiment or video metadata)—it becomes feasible to
fuse the outputs of multiple experts into a more comprehen-
sive understanding [Cheng et al., 2024; Hong et al., 2023;
Talebirad and Nadiri, 2023; Wu et al., 2023]. Integrating
LLMs and VLMs within these systems can further enhance
fine-grained analysis: language-processing agents may excel
at parsing subtle textual insinuations, while image-focused
agents leverage CLIP-like embeddings to identify hidden vi-
sual cues. Nevertheless, effective coordination among these
agents—and the incorporation of rich social media metadata,
such as “like” counts and hashtags—remains a key chal-
lenge. Existing work often overlooks these user interaction
features and the broader video context. To address these
limitations, our approach goes beyond conventional cross-
modal pipelines by leveraging a purely LLM-driven solu-
tion. Specifically, we systematically integrate comment sen-
timent, social interaction features, and video-level data to en-
able more accurate identification of implicit stigmatizing con-
tent within complex social media environments. By aligning
text and image embeddings and incorporating social signals,
our method fills a critical gap in the literature, targeting subtle
yet pivotal aspects of implicit stigmatization detection.

3 Datasets
Our research uses data collected from Douyin (TikTok in
China Mainland), China’s leading short-video social media
platform with more than 1 billion registered users and more
than 700 million daily active users. The data collection period
spanned from November 1 to November 4, 2024, with daily
collection intervals of 20 hours. The cleaned data set com-
prises 871 short videos and their associated 885,502 com-
ments (including image-based comments) posted between
September 2018 and November 2024, specifically focusing
on interracial intimate relationships. We selected this data
set because previous research indicates significant instances
of racial and gender discrimination in similar social media
data [Wei et al., 2024a; Zhou et al., 2024]. Studies on inter-
racial intimate relationships on Chinese social media reveal
that relationships between black men and Chinese women of-
ten attract intense negative sentiment, while those involving
white women and Chinese men receive comparatively fewer
negative comments [Wei et al., 2024a]. These varying atti-
tudes underscore pronounced racial and gender biases, pre-
senting complex and nuanced examples of implicit stigma-
tization, which makes this data set particularly suitable for
evaluating and demonstrating the effectiveness of our pro-
posed ContextAware framework. The data set examines two
primary categories of intimate interracial relationships: 1.
Black women and Chinese men, 2. Black men and Chinese
women. To construct the initial corpus, we extracted video
data from Douyin using the Chinese search terms “黑人老公
(Black Husband)” and “黑人老婆 (Black Wife)”. We used an
n-gram model to extract relevant phrases and calculated their
cosine similarity with the primary keywords using embedding
models. Following similarity-based ranking, we manually se-
lected the top 17 most relevant phrases as keywords for fur-

ther video collection. These keywords included terms such
as “非洲老公 (African Husband)”, “中非情侣 (Chinese-
African Partners)”, and “喜欢黑人 (Like Black People)”.

After retrieving more than 8,000 short videos through key-
word searches, three researchers conducted manual reviews
to ensure topical relevance to interracial relationships, ulti-
mately retaining only 871 videos and excluding a large num-
ber of others that were irrelevant or duplicated. For the ex-
traction of text- and image-based comments, we developed
a Web crawler based on the open-source MediaCrawler1

framework. During data cleaning, we removed username
mentions (@+username) while preserving emoji categories
to capture emotional expressions within the comments.

Subsequently, two researchers utilized the method of man-
ual labeling combined with embedding for deduplication to
mark the image datasets in the video comment sections of
both black men and Chinese women and Chinese men and
Black women as either harmful or not harmful. The two re-
searchers completed the labeling independently. In case of
disputed images, they were removed. Eventually, a total of
6,977 images were obtained from the video comment sec-
tion of black men and Chinese women (of which 3,046 were
marked as harmful and 3,931 as not harmful); and a total of
665 images were obtained from the video comment section
of Chinese men and Black women (among which 332 were
marked as harmful and 333 as not harmful), as shown in Ta-
ble 1. A random anonymized data sample 10% and detailed
technical specifications are available on GitHub 2.

Dataset Harmful Not harmful Total
Black men and
Chinese women 3046 3931 6977
Chinese men and

Black women 332 333 665

Table 1: Statistics of the datasets used

4 Method
4.1 Task Definition
On social media platforms, comments under video posts can
be multimodal (textual or image-based), and each comment
carries an associated “like” count. These comments, to-
gether with the video’s title and hashtags, form a compre-
hensive context. Existing harmful content detection meth-
ods frequently ignore such contextual information, leaving
them ill-equipped to detect subtle cues of implicit stigma-
tization or discrimination, especially in image-based com-
ments. Moreover, cultural nuances can influence how harm-
ful content is encoded—whether through localized memes,
symbols, or coded language—making detection considerably
more complex. So, we focus on identifying harmful image-
based comments by leveraging both the video context (ti-
tle, hashtags) and the broader discussion environment (tex-
tual comments, social interaction indicators). Concretely, let
a video post on a social media platform be represented as

1https://github.com/NanmiCoder/MediaCrawler
2https://github.com/relateddata/ContextAwareDatasetRelease
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Figure 1: For all images in the comment section, the process begins with embedding clustering. If an image is identified as new, the
ContextAware system is activated, initiating the agent classification process. During this phase, the highly rated images—those in the top
10% by like count in the comment section of each video (rounded up)—are analyzed, and the results are stored in a meme repository. Finally,
non-highly rated images are processed by integrating case studies from the meme repository, comment text analysis, and the image itself,
which are passed to the comprehensive analysis agent within ContextAware for the final determination of whether the image is harmful.

V = (Tv, Hv), where Tv represents the video title and Hv de-
notes the video hashtags. Let its associated comment set be,
C = {c1, c2, . . . , cn}, where each comment ci = (mi, si)
has content mi (text or image) and a social interaction fea-
ture si (e.g., like count). The task is to learn a function,
f : (V,C) → {0, 1}, that determines whether any image-
based comment cj ∈ C (with mj containing an image) is
harmful (1 for harmful, 0 for non-harmful).

In this work, “harmful” content encompasses messages of
hate, stigmatization, or discrimination, which may be explic-
itly expressed or implicitly encoded in visual symbols and
memes. We emphasize image-based comments because they
can conceal subtle cues (e.g., modified symbols or memes)
that cannot be captured by text-only analyses. In addition,
we harness the contextual data—such as titles, hashtags,
comment text, and “like” counts—to better uncover embed-
ded cultural or topic-specific references that can amplify the
harmfulness of certain images, as shown in Figure 2.

4.2 ContextAware Framework
The ContextAware framework (Figure 1) is a multi-agent sys-
tem designed to identify harmful images in video comment
sections by incorporating a variety of contextual signals from
social media. By harnessing video metadata (titles, hashtags),
textual sentiment and semantic cues, and social features (e.g.,
comment “likes”), our framework provides a more holistic
analysis than conventional methods that rely on text-only or
image-only indicators. Moreover, it optimizes computational
resources through a modular agent design, ensuring redun-
dant tasks (e.g., repeated embeddings of near-duplicate im-
ages) are minimized. The framework comprises five core
components: (1) Image Embedding Database; (2) Comment
Text Processing Agent; (3) High-likes Image Analysis Agent;
(4) Case-based Learning Agent;(5) Comprehensive Analysis
Agent. Figure 1 illustrates how the agents interact: after the
Comment Text Processing Agent and the Image Embedding
Database process the text and images, respectively, interme-
diate findings are forwarded to the High-likes Image Analysis

Figure 2: Douyin short video interaction data annotation example:
(1)Video title and hashtags (‘Chinese girl marries black African
man’, ‘China-Africa friendship endures’). (2) Number of comments
on the video (6794 comments). (3) Number of likes on specific im-
age (e.g., 33 and 204). (4) Example of comment text (‘As long as
you don’t stay in China after the wedding, kudos, support and bless-
ings!’).

Agent. Images flagged as potentially harmful are then passed
to the Case-based Learning Agent, which refines detection
principles. Finally, the Comprehensive Analysis Agent con-
solidates all insights for the final decision.

Image Embedding Database
Before any deep analysis, we employ the CLIP model (ViT-
B/32) to obtain embeddings for each image, and cluster
them with DBSCAN to identify near-duplicates (e.g., im-
ages differing only by slight cropping or compression arti-
facts). We set eps=0.18, min samples=2, and metric= co-
sine. These parameters were selected based on a small hy-
perparameter grid search, balancing the detection of near-
identical images against mistakenly clustering distinct im-
ages. Near-duplicates are thus handled collectively to reduce
redundant computations in subsequent stages. In borderline
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cases (e.g., minor stickers, text overlays, or rotations), we
lean on CLIP’s robust visual-semantic embeddings to main-
tain grouping consistency.

Comment Text Processing Agent
This agent focuses on deriving a high-level understanding of
the comment section’s primary topics and sentiment, which
serve as auxiliary signals for image interpretation. Specifi-
cally, we select the 20 comments with the most “likes,” as
these typically reflect the dominant themes, and then ran-
domly sample 5 additional comments to capture a more di-
verse range of viewpoints. We settled on the “20 + 5” strat-
egy after experimenting with smaller samples—such as “10 +
5” and “15 + 5”—on a subset of about ten videos. Although
these smaller samples could still identify the overarching sen-
timent, they occasionally missed crucial minority opinions
and nuanced negative sentiment, leading to less accurate or
incomplete thematic coverage. By contrast, “20 + 5” con-
sistently captured both mainstream and niche perspectives,
improving the agent’s understanding of the comment environ-
ment without incurring a prohibitive computational overhead.
Next, we incorporate the video title and hashtags (Tv, Hv) to
contextualize the discussions. Using GPT-4o with a zero-shot
prompting strategy (temperature=0), the agent infers common
topics and sentiment (positive, negative, or neutral), as well
as any potential sarcasm or harmful undertones. This textual
context helps interpret visually encoded content, as certain
cultural references or stigmatizing remarks may only be dis-
cernible through a combined reading of text, hashtags, and
concurrent social discussions.

High-likes Image Analysis Agent
In the next stage, the High-likes Image Analysis Agent ex-
tracts the top 10% most “liked” images under each video. We
opted for the top 10% threshold after observing, in a pilot
study, that harmful or controversial images often accumulate
disproportionately high “like” counts, presumably due to vi-
rality or user engagement. This agent integrates the overall
sentiment derived from the Comment Text Processing Agent,
as well as metadata from V = (Tv, Hv). For each image, the
agent performs a preliminary assessment using GPT-4o (tem-
perature=0) with a prompt that includes: (i) the textual com-
ments’ predominant sentiment, (ii) the video context (title +
hashtags), and (iii) any known harmful-content markers (e.g.,
violent, extremist symbols). This early filtering step narrows
down which images need deeper investigation, thereby opti-
mizing computational efficiency.

Case-based Learning Agent
The Case-based Learning Agent performs a more in-depth
analysis on images initially flagged as “potentially harm-
ful” by the High-likes Image Analysis Agent. It specifically
aims to detect implicit stigmatization, such as subtle visual
metaphors, coded language overlaid on images, or racial car-
icatures. We leverage: (1) Semantic & Sentiment Context:
From the Comment Text Processing Agent. (2) A curated
repository of common stigmatization techniques related to
the video topic. For instance, if (Hv) indicates “interracial
relationships,” we include references to typical racist carica-
tures or memes. Within this agent, GPT-4o (temperature=0.5)

performs nuanced image-text interpretation. It checks for
alignment with known stigmatization methods, then logs an
analysis result (short natural-language explanation). To or-
ganize these results, we employ SentenceTransformer (m3e-
base) to embed each explanation and cluster them using DB-
SCAN(eps=0.5, min samples=5). Each cluster typically re-
flects a distinct “theme” of stigmatization (e.g., racial stereo-
types, hateful symbology). Finally, these clusters are summa-
rized into a concise set of principles for identifying harmful
images—for instance, “Caricatured facial features + negative
textual sentiment about a specific ethnicity.” This distilled
knowledge base can then generalize to new images in subse-
quent processing.

Comprehensive Analysis Agent
The Comprehensive Analysis Agent fuses outputs from all
prior agents. It takes:1)The textual sentiment and semantic
context from the Comment Text Processing Agent, The set
of harmfulness principles learned by the Case-based Learn-
ing Agent, and The original images (now potentially dedupli-
cated by the Image Embedding Database). Using a final GPT-
4o classification prompt, it weighs textual sentiment, user-
engagement signals, the consolidated stigmatization criteria,
and the image embeddings to make a definitive decision:
harmful or not harmful. In cases where the textual analysis
conflicts with the image-based evidence (e.g., negative senti-
ment but unclear visuals), the system uses the learned prin-
ciples to resolve ambiguity. This multi-agent synergy—each
agent specializing in a distinct facet—allows ContextAware
to achieve more robust, context-sensitive judgments.

5 Experiments
5.1 Experimental setup
We implement ContextAware by employing GPT-4o for all
LLM-based agents. The Comment Text Processing Agent,
High-likes Image Analysis Agent, and Comprehensive Anal-
ysis Agent each use a temperature of 0, facilitating deter-
ministic, reproducible outputs. By contrast, the Case-based
Learning Agent uses a temperature of 0.5 to induce more ex-
ploratory reasoning during implicit stigmatization analysis,
a design choice validated through small-scale experiments.
All other GPT-4o parameters remain at their defaults. We
set the random seed to 42 for comment sampling. For the
Image Embedding Database, we adopt CLIP ViT-B/32. DB-
SCAN is configured with eps=0.18, min samples=2, and met-
ric= cosine, Similarly, within the Case-based Learning Agent,
we use the SentenceTransformer model (m3e-base) and run
DBSCAN with eps=0.5, min samples=5, and metric= cosine.
These parameters were set based on grid searches that min-
imized misclustering of either near-identical images or tex-
tual analyses. We conducted all ContextAware experiments
on a server equipped with an NVIDIA® GeForce RTX 3080
Ti GPU, using PyTorch 1.11.0 and CUDA 11.3. For both the
m3e-base and CLIP ViT-B/32 models, we employed the offi-
cial Hugging Face configurations.

Dataset Composition
For our experiments, we use a self-collected dataset of 871
short Douyin videos focusing on interracial relationships,
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accompanied by 885,502 comments (including image-based
ones). Harmful vs. non-harmful labels were assigned by hu-
man annotators following internal guidelines.

5.2 Baselines
We compared our method with several SOTA multimodal ap-
proaches. These multimodal methods include Concat-BERT,
MMBT [Kiela et al., 2019], MO-MENTA [Pramanick et al.,
2021], CLIP ViT-L/14 [Dong et al., 2022], and BLIP-2 Flan-
T5-xxl [Yang et al., 2024]. These methods employ vari-
ous fusion strategies and model architectures to comprehen-
sively evaluate the performance of our approach in multi-
modal tasks.

6 Results and Analysis
6.1 Comparison with Baselines
Table 2 compares the overall performance of our proposed
approach with SOTA techniques across both datasets. In the
evaluation process, the ContextAware model performed ex-
ceptionally well in handling multimodal data from both Chi-
nese and Black male and female populations. For the Chinese
male and female dataset, ContextAware ACC of 0.787, an F1
score of 0.676, and a MMAE of 0.213, which were signifi-
cantly higher than all other models. In the Black male and
female dataset, ContextAware showed consistent outstanding
performance with an accuracy of 0.787, an F1 score of 0.676,
and MMAE of 0.213, demonstrating its ability to maintain
a good balance between precision and recall, while also ex-
hibiting the lowest average error.

In contrast, the BLIP-Flan-T5-xx1 model performed rea-
sonably well in terms of accuracy, especially on the Chinese
male and female dataset with an accuracy of 0.619. How-
ever, its F1 score was relatively low, with values of 0.270 and
0.193, indicating a deficiency in balancing precision and re-
call, which affected its overall performance. Moreover, the
BLIP-Flan-T5-xx1 model had a higher MMAE, with 0.500
for both the Black male and female dataset and the Chinese
male and female dataset, further highlighting its limitations in
this task. The ConcatBERT model performed poorly across
all evaluation metrics. Its accuracy on the Chinese male and
female dataset was 0.319, and on the Black male and female
dataset, it was 0.499, both the lowest among all models. Its
F1 score and MMAE were also lower than other models, indi-
cating that ConcatBERT struggled to capture key information
in the data and performed inadequately for this task.

In conclusion, the ContextAware model clearly outper-
formed all other models across all evaluation metrics, demon-
strating superior performance in terms of accuracy, F1 score,
and MMAE. This makes ContextAware the best choice for
handling multimodal datasets, as it can better understand
and process complex language and visual information. In
contrast, the BLIP-Flan-T5-xx1 and ConcatBERT models
showed weaker performance, particularly in balancing pre-
cision and recall and minimizing error, suggesting room for
improvement.

6.2 Ablation analysis
Through the ablation study (Table 3), we found that each
component contributes significantly to the overall perfor-

Model
Black men and
Chinese women

Chinese men and
Black women

ACC F1 MMAE ACC F1 MMAE
ConcatBERT 0.319 0.361 0.555 0.499 0.348 0.496
MO-MENTA 0.547 0.354 0.333 0.499 0.333 0.500

MMBT 0.564 0.361 0.436 0.501 0.334 0.499
CLIP

ViT-L/14 0.479 0.491 0.513 0.442 0.493 0.527
BLIP-2

Flan-T5-xxl 0.619 0.270 0.500 0.535 0.193 0.500
ContextAware 0.909 0.785 0.091 0.886 0.845 0.114

Table 2: Results Overview: Proposed Methodology vs. Baseline
Approaches

mance on both datasets. For example, removing the video
context and summarized discriminatory principles from Con-
textAware led to a notable decrease in the F1 scores for both
tasks. Therefore, we conclude that the effectiveness of Con-
textAware stems from the integration of all its modules, as
they collectively enhance performance.

Method
Black men and
Chinese women

Chinese men and
Black women

ACC F1 MMAE ACC F1 MMAE
LLM without

agent 0.294 0.284 0.706 0.359 0.358 0.641

ContextAware
-no Case based
Learning Agent

0.772 0.667 0.228 0.609 0.493 0.391

ContextAware
-ALL 0.909 0.785 0.091 0.886 0.845 0.114

Table 3: Ablation analysis on both tasks

6.3 Case study and error analysis

In the successful example on the left side of Figure 3, the
system leverages multi-agent collaboration and multimodal
alignment to accurately identify the cross-racial marriage
metaphor implied by the juxtaposition of the dark bever-
age bottle and the yellow liquid bottle. By analyzing the
comments, it captures high-frequency emoji such as “black-
face” and “bomb,” which reveal sarcastic and racially biased
sentiments, correctly classifying the content as harmful and
demonstrating its capability to detect “metaphorical symbols”
and “cultural and societal impacts.” However, in the misclas-
sification example on the right side of Figure 3, the system
exposes shortcomings in handling complex contextual clas-
sification: the image embedding module fails to recognize
the Chinese slang connotation of “worn-out shoes”, which
implies unfaithfulness or improper relationships, thus over-
looking the humiliating expression toward cross-cultural mar-
riage. Overall, while the successful example highlights the
potential of multimodal collaboration and metaphor recogni-
tion, the failed case underscores the need to strengthen fine-
grained visual feature extraction, refine cross-modal contex-
tual consistency, and enhance the detection of metaphors and
indirect discriminatory language to further improve the ro-
bustness and generalization of multimodal harmful content
detection.
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Figure 3: The meme predictions are divided into “Correct Prediction” and “Incorrect Prediction” groups, each containing columns like Meme,
GT (Ground Truth), Pred (Prediction), Video Title, Analysis, and Video Summary, where the former group shows accurate classifications and
the latter highlights misclassifications.

7 Conclusion
In this paper, we introduced and evaluated ContextAware, a
multi-agent framework for detecting harmful image-based
comments within the highly contextual environment of
social media video posts. Our results demonstrate that
ContextAware significantly outperforms SOTA baselines
across multiple metrics on two challenging datasets in-
volving interracial relationships. Ablation studies further
confirm that each component—particularly the Case-based
Learning Agent and the cross-modal principles it sum-
marizes—contributes notably to the overall performance,
underscoring the importance of combining contextual cues
(e.g., video titles, hashtags, and user comments) with ad-
vanced multimodal alignment strategies.

ETHICS AND BOARDER IMPACTS
Our study is fully reproducible: Sections 5 and 6 detail the
experimental framework, hyper-parameter settings, and over-
all setup, and all source code is openly available on GitHub3.
The dataset is drawn from publicly accessible online plat-
forms and contains no personally identifiable information;
all samples are anonymized, and only random subsets are

3https://github.com/shuiyuetingdong/ContextAware

shared. Our sole aim is to detect potentially stigmatizing im-
agery in discussions of interracial relationships, not to rein-
force stereotypes, and we have taken multiple steps to min-
imise inadvertent bias. The project was approved by the In-
stitutional Review Board under protocol [HKUST(GZ)-HSP-
2024-0065]. Looking ahead, we anticipate that AI systems,
including large language models, will play an expanding role
in moderating social-media content [Liao et al., 2025; Wei
et al., 2024b], raising debates about standards for harmful-
content detection and the ethics of delegating such judg-
ments to machines [Wang et al., 2024; Wei et al., 2024b;
Cheong et al., 2024]. Continued research and the inclusion
of human oversight remain essential for ensuring safety and
reliability when AI is used to identify harmful or stigmatizing
media [Schwartz et al., 2022].
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