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Abstract
Effectively leveraging private datasets remains
a significant challenge in developing foundation
models. Federated Learning (FL) has recently
emerged as a collaborative framework that enables
multiple users to fine-tune these models while mit-
igating data privacy risks. Meanwhile, Low-Rank
Adaptation (LoRA) offers a resource-efficient al-
ternative for fine-tuning foundation models by dra-
matically reducing the number of trainable param-
eters. This survey examines how LoRA has been
integrated into federated fine-tuning for foundation
models—an area we term FedLoRA—by focus-
ing on three key challenges: distributed learning,
heterogeneity, and efficiency. We further catego-
rize existing work based on the specific methods
used to address each challenge. Finally, we dis-
cuss open research questions and highlight promis-
ing directions for future investigation, outlining the
next steps for advancing FedLoRA.

1 Introduction
With the increasing limitations of centralized learning in han-
dling large-scale and privacy-sensitive data, Federated Learn-
ing (FL) [Zhang et al., 2021] has emerged to collaboratively
learn model across distributed clients without direct access to
data. One of the primary challenges in FL lies in the compu-
tational and communication overhead [Almanifi et al., 2023],
as clients must train models locally and periodically exchange
updates with the central server. This challenge becomes even
more pronounced with modern foundation models, which are
increasingly growing in depth and size, e.g., large language
models (LLMs) often reaching millions or even billions of pa-
rameters. The substantial resource demands of such models
necessitate the development of efficient learning techniques
in federated learning.

Parameter-efficient fine-tuning (PEFT) methods have been
proposed as an effective solution for tuning foundation mod-
els, which optimize only a subset of parameters to enable ef-
ficient learning while maintaining performance comparable
to full fine-tuning, thereby making it particularly suitable for
resource-constrained environments. Inspired by this, recent
studies [Kuang et al., 2024; Zhang et al., 2023] have explored

Figure 1: The overall framework of FedLoRA, where only the LoRA
parameters (A and B) are communicated for efficient learning.

the integration of PEFT methods into the FL framework to en-
hance training efficiency. Among these methods, Federated
Low-Rank Adaptation (FedLoRA), integrating LoRA [Hu et
al., 2021] in FL, has gained significant attention due to its ef-
ficiency and parallel ability during training processes. By de-
composing model updates into low-rank matrices for learning
and communicating, FedLoRA significantly reduces compu-
tation and communication costs while maintaining model per-
formance.

Although FedLoRA addresses efficiency concerns to some
extent, numerous challenges such as heterogeneity remain
when aggregating LoRA in FL. In response, extensive re-
search has been conducted to enhance the effectiveness and
efficiency of FedLoRA. To systematically analyze and con-
solidate these advancements, we present a comprehensive
survey on FedLoRA, providing an in-depth exploration of
its methodologies, challenges, and solutions. Unlike existing
surveys that primarily focus on broader aspects of efficient FL
training [Almanifi et al., 2023; Woisetschläger et al., 2024]
or general federated foundation models [Zhuang et al., 2023;
Yu et al., 2023; Ren et al., 2024], our study specifically exam-
ines the detailed mechanisms and unique challenges of LoRA
aggregation in FL. By offering a focused and structured anal-
ysis, this survey aims to bridge existing research gaps and
provide insights into future directions for FedLoRA1.
Contributions. Our contributions can be summarized as:
1) A structured taxonomy: we present a systematic classifica-

1https://github.com/Lydia-yang/Awesome-Federated-LoRA
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Figure 2: Taxonomy of FedLoRA focusing on distributed learning,
heterogeneity and efficiency with further classified subcategories.

tion of FedLoRA based on different technologies; 2) A com-
prehensive review: we conduct an extensive survey of recent
advancements in FedLoRA within the proposed taxonomy;
3) Some future directions: we highlight open challenges and
emerging research opportunities in FedLoRA.

2 Preliminary
2.1 Federated Learning
FL [Zhang et al., 2021] is a decentralized machine learning
paradigm designed to enable multiple devices or clients to
collaboratively train models while preserving privacy data by
ensuring that data remains localized on each client. Typically,
in an FL scenario, there areK clients in an FL scenrio, where
each client k has access to its own local dataset Dk. The
objective of FL is to optimize a global model by minimizing
a weighted sum of local objective functions across all clients:

min
W

f(W ) =
K∑
k=1

pkfk(W ;Dk), (1)

where f(W ) represents the global objective function param-
eterized by W , fk(W ;Dk) is the local objective function
computed on client k’s dataset Dk, and pk is the weight as-
signed to client k. Building on this formulation, numerous
FL methods have been developed to tackle a variety of chal-
lenges inherent to the paradigm, including data heterogeneity
arising from varying client data distributions, communication
efficiency necessitated by frequent model updates, and so on.

2.2 Low-Rank Adaptation
With the rapid growth in the size and depth of modern foun-
dation models, PEFT methods have emerged as a practi-
cal solution to adapt these large-scale models efficiently by
learning only a small subset of parameters. Among these
PEFT methods, LoRA [Hu et al., 2021] distinguishes itself
through its inherent parallelism and efficiency, achieving im-
pressive results without introducing new parameters into the
model. LoRA leverages low-rank decomposition by repa-
rameterizing the weight updates for each layer, thereby sig-
nificantly reducing memory consumption and computational
overhead while maintaining model performance. Formally,

given a weight matrix W ∈ Rm×n, LoRA introduces two
low-rank matrices, A ∈ Rr×n and B ∈ Rm×r, where
r ≪ min(m,n), which can be formulated as:

W = W ′ +∆W = W ′ +BA. (2)

By restricting the rank r, LoRA ensures that the number of
additional parameters is significantly smaller than the orig-
inal model size, enabling efficient fine-tuning of large-scale
models without sacrificing performance.

Variations of LoRA. Various adaptations of LoRA have
been proposed to address different challenges and applica-
tions, including dynamic rank adjustment for adaptability
[Valipour et al., 2022], quantization techniques for further ef-
ficiency [Dettmers et al., 2024], and advanced strategies such
as Bayesian inference [Yang et al., 2023] to enhance overall
effectiveness.

2.3 Federated Low-Rank Adaptation

With the increasing demand for efficient learning in FL, re-
cent research has started to explore the adaptation of LoRA
within FL (FedLoRA). FedLoRA leverages the core idea of
LoRA by learning and communicating only a small subset of
parameters, thereby enhancing both computational and com-
munication efficiency. The overall architecture can be seen in
Figure 1, where each client maintains its own model for local
training while only the LoRA parameters are transmitted to
the server for aggregation. The overall objective is:

min
∆W

f(W ) =

K∑
k=1

pkfk(W
′,∆W ;Dk), (3)

where ∆W = BA denotes the learnable LoRA parameters.

Taxonomy. Unlike previous surveys [Almanifi et al., 2023;
Woisetschläger et al., 2024] that provide a broad overview
of efficient FL, our paper focuses specifically on the adapta-
tion of LoRA in FL and delves into the unique challenges
introduced by FedLoRA. We propose a taxonomy in Fig-
ure 2 that categorizes these challenges into three main as-
pects: 1) enabling effective distributed learning for stable
convergence and knowledge sharing, 2) addressing hetero-
geneity arising from non-IID data distributions among clients
to ensure stable performance, and 3) further optimizing com-
putational and communication efficiency to improve resource
utilization. Various approaches have been proposed to ad-
dress these, which are further classified into subcategories
based on the underlying technologies used, providing a de-
tailed examination of the current landscape.

3 Distributed Learning
As a distributed learning paradigm, FL relies on effec-
tive client aggregation and proper initialization—both before
training and at each communication round—to ensure model
convergence and performance consistency. This section sys-
tematically examines FedLoRA from these perspectives.
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3.1 Server Aggregation
To facilitate knowledge sharing in distributed learning sys-
tems, conventional FL often employs specific weighting algo-
rithms, such as FedAVG [McMahan et al., 2017], for server
aggregation to balance contributions from diverse clients and
improve global model convergence. Recent research [Zhang
et al., 2024b] has extended these algorithms to FedLoRA for
distributed learning. However, due to the unique structure of
LoRA, directly applying FedAVG in FedLoRA can result in
suboptimal aggregation outcomes [Sun et al., 2024].
LoRA Aggregation Discordance. As introduced in Sec-
tion 2.2, LoRA contains two low-rank matrices A and B for
learning and communicating. However, applying weighting
algorithms separately to matrices A and B is inconsistent
with the objective of joint optimization, potentially leading
to performance degradation. To illustrate this, consider a sce-
nario with two clients, each with LoRA parameters (A1,B1)
and (A2,B2) for aggregation, this discordance between sep-
arate aggregation of A and B and their intended joint opti-
mization can be mathematically formulated as:

W = W ′ +
1

2
(B1 +B2)×

1

2
(A1 +A2)︸ ︷︷ ︸

Separate aggregation of A and B

̸= W ′ +
1

2
(B1A1 +B2A2) = W ∗.︸ ︷︷ ︸

Ideal aggregation for joint optimization

(4)

Single Low-Rank Matrix Aggregation. One simple and
intuitive approach to addressing this LoRA aggregation dis-
cordance is to learn and aggregate only one low-rank matrix
per communication round. Specifically, during each commu-
nication round, only one low-rank matrix (either A or B) is
learned and sent to the server for aggregation, while the other
matrix remains fixed and consistent across all clients. This
strategy ensures that the ideal aggregation can be equivalently
achieved by aggregating a single low-rank matrix, thereby
simplifying the process and maintaining computational effi-
ciency. It can be formulated as follows:

W ′ +
1

2
(BA1 +BA2) = W ′ +

1

2
B(A1 +A2)

or W ′ +
1

2
(B1A+B2A) = W ′ +

1

2
(B1 +B2)A.

(5)

The study [Sun et al., 2024] first analyzed the discordance
issue in FedLoRA and proposed FFA-LoRA, which freezes
the low-rank matrix A and only updates the matrix B for ag-
gregation. This approach not only achieves more consistent
performance by aligning with the objective of joint optimiza-
tion but also significantly reduces computational costs. Simi-
larly, CoLR [Nguyen et al., 2024] introduced a novel strategy
where, in each communication round, clients learn a newly
initialized matrix A from their local data for aggregation,
while keeping B unified across clients via decomposing full
matrix W on the server. To further enhance the performance
of FedLoRA, RoLoRA [Chen et al., 2024b] employed an al-
ternating minimization approach, learning and aggregating
only B in odd communication rounds and A in even rounds.

This alternating strategy effectively addresses the discordance
issue while providing more robust performance across het-
erogeneous scenes. Meanwhile, LoRA-A2 [Koo et al., 2024]
also explored the alternating minimization approach and in-
corporated an adaptive rank selection strategy to further re-
duce communication costs by dynamically selecting the most
important LoRA ranks for learning and aggregation.

Full-size Matrix Aggregation. Another class of ap-
proaches to address the discordance issue is leveraging the
full-size matrix ∆W , reconstructed from the product of two
low-rank matrices A and B. Instead of aggregating A and
B separately, this approach aggregates the full-size matrix
∆W = BA, achieving ideal aggregation directly:

W ′ +∆W = W ′ +
1

2
(∆W1 +∆W2)

= W ′ +
1

2
(B1A1 +B2A2),

(6)

where ∆W represents the newly aggregated full-size matirx,
and the updated low-rank matrices A and B can be obtained
by decomposing∆W . FlexLoRA [Bai et al., 2024] was the
first to adopt this approach, simultaneously learning both A
and B, aggregating the full-size LoRA weight ∆W = BA
based on individual client contributions, and then employing
Singular Value Decomposition (SVD) for weight redistribu-
tion. This method not only addressed the discordance issue
but also the heterogeneous rank configurations across clients
to enhance aggregation effectiveness. Similarly, FedPipe
[Fang et al., 2024] also explored full-size LoRA weight ag-
gregation and integrated quantization techniques to improve
training efficiency by quantizing local models into different
bit levels. At the same time, FloRA [Wang et al., 2024b] im-
plemented the full-size LoRA weight aggregation in another
way, which stacks all clients’ A and B respectively to derive
the final aggregated full-size LoRA weight.

Corrective Mechanism. To preserve the advantages of ini-
tialization with averaged low-rank matrices [Bian et al.,
2024], a corrective mechanism is proposed to address the in-
accuracies in separately aggregated LoRA matrices, bringing
them closer to the ideal aggregation. FedEx-LoRA [Singhal
et al., 2024] first introduced a corrective mechanism by calcu-
lating the residual ∆Ŵ between the ideal aggregated weight
and the weight obtained from separate aggregation, and then
adding the residual to the pre-trained weight matrix W ′ to
rectify inaccuracies in the aggregation process, improving the
alignment with the ideal aggregation. It can be formulated as:

∆Ŵ = (B1A1 +B2A2)− (B1 +B2)(A1 +A2),

W = W ′ +∆Ŵ +BA,
(7)

where ∆Ŵ represents the residual error, and A and B are the
separately aggregated LoRA matrices. Additionally, LoRA-
FAIR [Bian et al., 2024] also adapted the corrective mech-
anism by incorporating a corrective term ∆B to refine the
matrix B, which is to minimize the residual error ∆Ŵ by
optimizing the similarity between the ideal aggregated LoRA
weights ∆W and the corrected LoRA weights (B+∆B)A.
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Rank Clustering Aggregation. Rather than treating the
low-rank matrix as a single aggregation unit, FedInc [Qin
and Li, 2024] proposed considering each rank of LoRA as
the smallest semantic unit and introduced a clustering-based
aggregation algorithm. This approach combines the two low-
rank matrices A and B based on their ranks to determine
the newly aggregated LoRA, enabling more fine-grained and
adaptive aggregation. Specifically, A ∈ Rr×n and B ∈
Rm×r are merged into C ∈ Rr×(m+n), which represents the
combined low-rank space. From K clients, a set of vectors
{zi}K×r

i=1 is collected and clustered into N clusters, resulting
in new rank r = N for the aggregated LoRA, formulated as:

{Ck =
[
Ak,B

T
k

]
}Kk=1 → {zi}K×r

i=1 ,

min
µ

N∑
n=1

∑
z∈Zn

||z − µn||2,
(8)

where Z denotes a cluster of vectors from {zi}K×r
i=1 , and

µn is the centroid of cluster Zn. The final set of centroids
{µn}Nn=1is used as the aggregated parameters and can be fur-
ther decomposed into the newly updated matrices A and B
with a new rank r = N . This method not only effectively ad-
dresses the discordance issue but also allows the LoRA rank
to adapt dynamically to the inherent heterogeneity in FL.

3.2 LoRA Initialization
In FL, initialization plays a crucial role in determining train-
ing efficiency, convergence speed, and model performance,
and it can be broadly categorized into server-side and client-
side initialization. Server-side initialization focuses on the
initial setup of LoRA parameters before training begins to
ensure consistency across clients, while client-side initializa-
tion deals with the reinitialization of LoRA for individual
clients at the beginning of each communication round, bal-
ancing global consistency and local adaptability. We detail
these initialization strategies of FedLoRA in this section.
Server-Side Initialization. For server-side initialization,
FedLoRA typically uses a random Gaussian initialization for
A and zero initialization for B, as formulated below:

A = N (0, σ2) and B = 0, (9)
where N denotes a Gaussian distribution with mean 0 and
variance σ2. However, in the distributed FL setting, this stan-
dard server-side initialization can lead to significant weight
update drift, widening the performance gap compared to
fully fine-tuned models. To address this challenge, SLoRA
[Babakniya et al., 2023] introduced a novel data-driven ini-
tialization technique, which begins with sparse fine-tuning to
find a mature starting point for LoRA, and then applies SVD
to the fine-tuned parameters to initialize the low-rank matri-
ces A and B for continual conventional LoRA tuning in FL.
Similarly, FeDeRA [Yan et al., 2024] addressed this chal-
lenge by initializing these matrices directly from the SVD of
the pre-trained weight matrices, effectively mitigating weight
divergence. Overall, these methods can be generalized into:

Wpre
SV D−→ UΣV T ,

A = V [:, : r] and B = U [: r, :]Σ[: r],
(10)

whereWpre is the pre-trained weight matrix for initialization.

Client-Side Initialization. For client-side initialization,
LoRA-FAIR [Bian et al., 2024] investigated three strategies:

• Avg-Initial follows conventional FL approaches, initial-
izing clients with aggregated LoRA parameters for next
communication round. For each communication round t
with K clients, this can be formulated as Ak

t = At =∑K
k=1 pkA

k
t−1 and Bk

t = Bt =
∑K
k=1 pkB

k
t−1.

• Re-Initial reinitializes the LoRA parameters for each
client k in every communication round t by using the
formulation in Equation 9 and updates each client’s lo-
cal pre-trained matrix by adding the aggregated LoRA
parameters, denoted as W ′

t,k = W ′
t−1,k+BtAt, where

At and Bt are aggregated matrices from all clients.
• Local-Initial randomly selects one client c’s local LoRA

parameters from the previous round t − 1 as the initial-
ization for all clients in the next round t, represented as
Ak
t = Ac

t−1,B
k
t = Bc

t−1, ∀k ∈ [K].
Experiments demonstrated that Avg-Initial yields the best
performance due to its ability to balance continuity and unifi-
cation across clients for reducing initialization drift. Building
on this insight, LoRA-FAIR maintained separate aggregation
for A and B while learning a corrective term ∆B to address
the discordance introduced by separate aggregation.

Addtionaly, FedLoRU [Park and Klabjan, 2024] intro-
duced a momentum-based initialization approach, extending
the Re-Initial strategy from every round to periodic every τ
rounds. Specifically, after each τ rounds, the server aggre-
gates low-rank updates from clients to compute the global up-
date BA, accumulates this global update with the pre-trained
weight W ′, and reinitializes A and B for the next cycle. The
global model at communication round T can be expressed as:

WT = W ′ +
T∑
t=1

t mod τ=0

BtAt. (11)

This approach constrains client-side optimization to a low-
rank subspace by reinitializing LoRA parameters every τ
communication rounds, and tailors the global model to a
higher-rank space by accumulating updates from previous
rounds, effectively balancing the trade-off between local
adaptability and global consistency.

3.3 Discussion
Effective LoRA adaptation in FL relies on advanced aggrega-
tion and initialization, and there are already numerous studies
addressing these challenges as summarized in Table 1. De-
spite their effectiveness, gaps remain in the determination of
importance weighting for aggregation and the theoretical un-
derstanding of its impact on model convergence and stabil-
ity, which prompts future research to explore more adaptive
aggregation mechanisms and establish theoretical guarantees
for robustness and efficiency in FedLoRA.

4 Heterogeneity
Heterogeneity is another key challenge in FL, mainly arising
from non-IID data, which could lead to performance degra-
dation and slower convergence. To address this, personaliza-
tion is introduced to tailor global models to individual client’s
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alignment. Early work [Yi et al., 2023] adapted LoRA as a
personalization method for heterogeneous FL, which treats
full-size parameters as client-specific and aggregates LoRA
globally. However, as models scale, recent research has
shifted toward advanced personalization techniques that fo-
cus exclusively on adapting LoRA while keeping the rest
model frozen, ensuring both computational efficiency and ef-
fective learning, and we detail these methods in this section.

4.1 Heterogeneous Rank
Considering the heterogeneous system capabilities and data
distributions in FL, HETLORA [Cho et al., 2024] introduced
heterogeneous LoRA ranks, allowing each client to select a
personalized rank based on its task complexity and available
computational resources. These heterogeneous LoRA are ef-
ficiently aggregated and distributed by local rank self-pruning
and sparsity-weighted aggregation at server with objective:

min
{Ak,Bk}

K∑
k=1

pkfk(Ak,Bk,W
′;Dk). (12)

Building on this, subsequent research [Chen et al., 2024a;
Byun and Lee, 2024] enhanced it by replacing zero-padding
strategy with replication-based padding strategy during ag-
gregation, which better preserves valuable information from
clients with high-quality data for better performance. More-
over, full-size matrix aggregation and rank clustering meth-
ods (Section 3.1) can naturally accommodate heterogeneous
ranks for personalization, because full-size matrix ∆W re-
tains a fixed size regardless of individual ranks and rank clus-
tering treats rank as the fundamental unit for aggregation, en-
suring the compatibility of heterogeneous rank in FedLoRA.

4.2 Personalized LoRA
Another promising approach for personalization is to intro-
duce an additional personalized LoRA alongside the global
LoRA, enhancing client-specific adaptation while preserving
global knowledge sharing. This section categorizes methods
by how personalized LoRA is obtained and integrated in FL.
Dual-LoRA. As personalization and global learning often
aim to align with different data distributions, learning an ad-
ditional personalized model is proposed to tackle this chal-
lenge. Specifically, for each client k, the framework involves
learning both a global model θ to capture shared knowledge
across all clients and a personalized model θk tailored to the
client’s unique data. This dual-objective can be formulated:

min
θk

fk(θ
∗,θk;Dk) s.t., θ∗ ∈ argmin

θ

K∑
k=1

pkfk(θ;Dk),

(13)
FedDPA [Yang et al., 2024] first proposed a dual-adapter
framework in which one global LoRA θ = (A,B) is trained
and aggregated across clients to capture global knowledge,
while another LoRA θk = (Ak,Bk) is locally trained for
personalization without communication. These two LoRAs
are dynamically combined during inference to balance global
generalization and local adaptation. Similarly, FDLoRA [Qi
et al., 2024] adopted a dual-LoRA framework but incorpo-
rated periodic synchronization between the personalized and

global LoRAs every few rounds, and a novel adaptive fusion
method to merge these LoRAs. Building on the symmetry
analysis of LoRA matrices, FedSA-LoRA [Guo et al., 2024a]
proposed a novel approach where θ = A is for global aggre-
gation and knowledge sharing, while θk = Bk is reserved for
local personalization, which not only addresses the personal-
ization but also resolves the LoRA aggregation discordance.

Heterogeneous Structure. Diverging from previous works
that optimize personalized LoRA with a bi-level objective,
PerFIT [Zhang et al., 2024c] employed pruning-oriented
neural architecture search (NAS) to discover a personalized
LoRA structure tailored to each client and transformed the
global aggregated LoRA into personalized LoRA with the
NAS-searched structures, eliminating the need for additional
optimization objectives. Therefore, for K clients with LoRA
θ = (A,B), the objective can be formulated as follows:

min
θ,{Ak}

K∑
k=1

pkfk(θ(Ak);Dk) s.t., Rk(Ak) ≤ Bk, (14)

where Ak is the personalized architecture of client k, and
Rk and Bk represent the resource consumption and budget
limitation for client k. More recently, researchers [Zhang et
al., 2024c; Mei et al., 2024] have explored mixture-of-experts
with LoRA, enabling dynamic selection and combination of
expert LoRAs, with θ = {Ai,Bi}Ni=1 denoting the set of ex-
pert LoRAs and Ak denoting the selected experts for client k,
enhancing both global performance and personalization.

Hypernetwork. Beyond previously discussed approaches,
HyperFloRA [Lu et al., 2024] introduced hypernetworks to
generate personalized LoRA parameters for each client based
on its unique representation vector. Specifically, each client k
is assigned an indicator vector rk derived from its local data
Dk, and the server trains the hypernetwork ψ to generate per-
sonalized LoRA for each client with the following objective:

min
ψ

K∑
k=1

pkfk(h(ψ; rk);Dk). (15)

This enables HyperFloRA to efficiently personalize models,
particularly advantageous for training-incapable clients.

4.3 Clustering
Clustering-based approaches offer another promising solu-
tion for addressing heterogeneity in FL by grouping clients
with similar data distributions or preferences. In this frame-
work, clients are assigned to N clusters corresponding to a
set of LoRA {θn = (An,Bn)}Nn=1 for optimization:

min
{θn}

K∑
k=1

N∑
n=1

αk,npkfk(θn;Dk)

s.t., αk,n ∈ argmin
αk,n

K∑
k=1

N∑
n=1

αk,nd(θk,θn),

(16)

where αk,n is the assignment matrix ( αk,n = 1 if k ∈ n else
αk,n = 0), θn is the centroid of cluster n, and d is the distance
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function to measure the distance between a client’s parame-
ter and the cluster centroid. Recognizing that data from the
same task shares similar distributions, FL-TAC [Ping et al.,
2024] proposed a server-side clustering approach to group
similar LoRA modules, enabling task-specific aggregation
and improving model performance for diverse tasks. Sim-
ilarly, FedLFC [Guo et al., 2024c] introduced a clustering
strategy for LoRA modules based on different languages, ef-
fectively addressing the challenges of Multilingual FL by tai-
loring the aggregation process to language-specific character-
istics. FedHLT [Guo et al., 2024b] extended FedLFC by in-
corporating a hierarchical language tree for Multilingual FL,
where the server maintains a set of LoRA parameters for each
node in the language tree and aggregates clients’ LoRA based
on their positions in the tree, ensuring more structured and ef-
ficient knowledge sharing across related languages.

4.4 Discussion
Personalization has emerged as a promising approach to
mitigate heterogeneity in FedLoRA, where each approach
presents trade-offs as summarized in Table 1. Future research
should focus on developing more LoRA-derived personaliza-
tion strategies like enabling automatic rank selection, as well
as enhancing the generalization ability of personalized Fed-
LoRA across diverse client distributions to align with the ver-
satile demands of foundation models in FL applications.

5 Efficiency
Despite FedLoRA’s efficiency in learning with fewer param-
eters, modern foundation models still pose significant stor-
age, communication, and computational challenges. Re-
cent research addresses these issues by developing advanced
efficiency-enhancing methods, which can be categorized into
three key aspects based on the technologies employed.

Sparse Learning. Sparse learning is an effective approach
to enhancing the efficiency of learning in FL by identifying
and utilizing only the most essential parameters. One type
of sparse learning focuses on applying sparsity at the LoRA
parameter level, as illustrated in Figure 3 (a). FLASC [Kuo
et al., 2024] first employed pruning methods to transmit spar-
sified LoRA parameters, reducing communication overhead
while allowing clients to locally fine-tune the entire LoRA
module for superior utility with minimal computational over-
head compared to sparse tuning methods. To further bal-
ance efficiency and heterogeneity in FedLoRA, HAFL [Su et
al., 2024] introduced a method that selectively updates only
the most important decomposed rank-1 LoRA matrices while
keeping the rest frozen, allowing clients to have heteroge-
neous ranks for resource-aware optimization and task-specific
alignment. Another type of sparse learning applies sparsity
at the layer level, as shown in Figure 3 (b). To enhance
both communication and computation efficiency, FibecFed
[Liu et al., 2024] and Fed-piLot [Zhang et al., 2024d] pro-
posed selecting the most important layers of LoRA for tuning
and aggregation based on Fisher Information or Local-Global
Information Gain Scores. Similarly, FedFMSL [Wu et al.,
2024c] introduced a sparsely activated LoRA layer frame-
work, which progressively tunes specific LoRA layers over

Figure 3: Two types of sparse learning frameworks in FedLoRA.

Figure 4: Two types of split learning frameworks in FedLoRA.

communication rounds based on training accuracy, optimiz-
ing resource usage dynamically. To better align with clients’
resource constraints in real-world applications, FedRA [Su
et al., 2025] proposed randomly selecting layers to construct
client-specific local models, tailored to their computational
and storage capabilities using an allocation matrix.
Split Learning. As resource-constrained clients struggle to
maintain and tune large models locally, the study [Wang et
al., 2024a] integrated a split learning framework into Fed-
LoRA as shown in Figure 4 (a), where only the embedding
and task-specific modules are retained on clients, while the
main model body, comprising the majority of parameters, is
hosted on the server for efficient training. Similarly, Fed-
sLLM [Zhao et al., 2024] and SplitLoRA [Lin et al., 2024]
also extended FedLoRA with split learning while distributing
the first several layers of model to clients, placing the major-
ity of the remaining layers to the server, and introducing a
local aggregation server for efficient client-side LoRA aggre-
gation, as shown in Figure 4 (b).
Compression. In addition to previous methods, CG-
FedLLM [Wu et al., 2024b] introduced an autoencoder-
based compression framework, where clients encode gradi-
ent features locally and transmit compressed representations
to the server for decoding, effectively reducing communica-
tion overhead. Similarly, FedBiOT [Wu et al., 2024a] applied
model compression techniques to obtain a compact model for
tuning in FedLoRA, further leveraging knowledge distillation
to align its performance with that of a fully fine-tuned model.
Discussion. With the increasing scale of foundation mod-
els, recent research has focused on adapting advanced ef-
ficiency methods in FedLoRA to address computational
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Methods Advantages Disadvantages Reference
D

is
tr

ib
ut

ed
L

ea
rn

in
g

FedAVG Simple, widely used in FL Causes LoRA aggregation discordance [McMahan et al., 2017]

Single Low-Rank Matrix Simple, efficient Slow convergence [Sun et al., 2024; Nguyen et al., 2024],
[Chen et al., 2024b; Koo et al., 2024]

Full-size Matrix Faster convergence, supports heterogeneous ranks Higher computational costs [Bai et al., 2024; Fang et al., 2024],
[Wang et al., 2024b]

Corrective Mechanism Improves initialization consistency High computation overhead, additional parameters [Bian et al., 2024; Singhal et al., 2024]

Rank Clustering Fine-grained aggregation, supports heterogeneous rank Additional hyperparameters, high computation costs [Qin and Li, 2024]

Server Standard Initial Simple to implement Introduce weight update drift [Hu et al., 2021]

Server Data-Driven Initial Enhanced data alignment Additional computation costs [Babakniya et al., 2023; Yan et al., 2024]

Client Avg-Initial Balances stability and adaptability LoRA aggregation discordance [Bian et al., 2024]

Client Re-Initial Learn of a higher-rank space Introduce initialization drift [Bian et al., 2024; Park and Klabjan, 2024]

Client Local-Initial Customizes initialization Lack global consistency [Bian et al., 2024]

H
et

er
og

en
ei

ty Heterogeneous Rank Simple, supports resource heterogeneity Difficult to automatically select rank [Cho et al., 2024; Chen et al., 2024a],
[Byun and Lee, 2024]

Dual-LoRA Balances personalization and global learning Additional parameters [Yang et al., 2024; Qi et al., 2024],
[Guo et al., 2024a]

Heterogeneous Structure Offers flexibility, supports resource heterogeneity Implementation complexity increases with model size [Zhang et al., 2024c; Zhang et al., 2024c],
[Mei et al., 2024]

Hypernetwork Generalized to new clients Difficult to optimize and train effectively [Lu et al., 2024]

Cluster Good for application High computation costs, additional hyperparameters [Ping et al., 2024; Guo et al., 2024c],
[Guo et al., 2024b]

E
f fi

ci
en

cy Sparse Learning Advanced LoRA specific techs Slow convergence
[Kuo et al., 2024; Su et al., 2024],
[Liu et al., 2024; Zhang et al., 2024d],
[Wu et al., 2024c; Su et al., 2025]

Split Learning Good for large model’s application Synchronization and load-balancing issues [Wang et al., 2024a; Zhao et al., 2024],
[Lin et al., 2024]

Compression Compatible with existing FL frameworks Risk performance degradation if improper optimized [Wu et al., 2024b; Wu et al., 2024a]

Table 1: Comparison of different FedLoRA methods for distributed learning, heterogeneity and Efficiency.

and communication challenges, as summarized in Table 1.
Despite these, FwdLLM [Xu et al., 2024] introduced a
backpropagation-free approach in FedLoRA for computa-
tional efficiency by replacing backpropagation with perturbed
inferences and output validation. However, further research
could explore more advanced methods, particularly LoRA-
specific optimizations for large-scale FL scenarios, and also
consider real-world applications for FedLoRA like healthcare
analytics to enhance scalability and practical deployment.

6 Future Directions
Theory Analysis. Existing work has empirically validated
the effectiveness of various FedLoRA methods, but their the-
oretical convergence remains underexplored. Recently, a
study [Malinovsky et al., 2024] analyzed the convergence
rates of FedLoRA with different optimizers, and the other
work [Mahla and Ramakrishnan, 2024] highlighted the po-
tential instability of previous FedLoRA methods via conver-
gence analysis. While these provide initial theoretical in-
sights, further research is needed to rigorously examine Fed-
LoRA’s convergence properties, particularly under heteroge-
neous settings, considering factors such as different aggrega-
tion algorithms, personalization models, and initializations.

LoRA-derived Methods. Recently, various enhanced
LoRA methods (Section 2.2) have emerged. These advance-
ments encourage future research to adapt them within FL to
develop more sophisticated FedLoRA approaches. For ex-
ample, LoRA with adaptive rank adjustment [Valipour et al.,
2022] could be employed to dynamically adjust the LoRA
rank with individual client’s need for heterogeneity, while
pruning enhanced LoRA [Dettmers et al., 2024] could be in-
tegrated into FedLoRA to further reduce communication and
computational costs. Future research could explore the in-
tegration of these enhanced LoRA methods within FedLoRA
and propose derived frameworks to further improve efficiency
and performance.

Unified Benchmark. As LoRA is a PEFT method for large
foundation models, datasets and models used in these founda-
tion models are highly diverse, leading to significant bench-
mark variations in FedLoRA studies. Unlike conventional
FL, which often uses standardized datasets like ImageNet
[Deng et al., 2009], FedLoRA lacks a unified benchmark and
metrics for fair comparison of existing approaches. More-
over, its definition of heterogeneity remains underexplored, as
foundation models face broader heterogeneity beyond label
distribution shifts [Ren et al., 2024]. Future research should
focus on standardizing benchmarks and refining heterogene-
ity definitions for fair evaluation and broader applicability.

Various Application. While FedLoRA has shown promise
in general machine learning tasks like image classification
and language understanding, its potential in other domains
remains underexplored. Recent studies [Zhang et al., 2024a;
Nguyen et al., 2024] have applied FedLoRA to recommenda-
tion systems, enabling personalized models with LoRA learn-
ing for efficiency at scale. Beyond this, FedLoRA could be
leveraged in other areas, like weather prediction and financ to
efficiently process time series data with long history. Further
exploration of FedLoRA in these domains could unlock new
opportunities for efficient and secure model development.

7 Conclusion
As modern foundation models grow in size and complexity,
FedLoRA has been proposed by integrating LoRA into FL for
efficient learning. This paper provides a comprehensive sur-
vey of FedLoRA, primarily focusing on distributed learning,
heterogeneity and efficiency challenges, further categorizing
existing research into granular subcategories based on applied
technologies. For each subcategory, we introduce underlying
methodologies with detailed mathematical formulations and
Figures, comparing their advantages and limitations. Finally,
we discuss promising future directions for FedLoRA to guide
further research and development.
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