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Abstract

Dynamic graphs are ubiquitous in the real world,
presenting the temporal evolution of individuals
within spatial associations. Recently, dynamic
graph learning research is flourishing, striving to
more effectively capture evolutionary patterns and
spatial correlations. However, existing methods
still fail to address the issue of concept shift in
dynamic graphs. Concept shift manifests as a
distribution shift in the mapping pattern between
historical observations and future evolution. The
reason is that some environment variables in dy-
namic graphs exert varying effects on evolution pat-
terns, but these variables are not effectively cap-
tured by the models, leading to the intractable con-
cept shift issue. To tackle this issue, we pro-
pose a State-driven environment inference frame-
work (Samen) to achieve a dynamic graph learning
framework equipped with concept generalization
ability. Firstly, we propose a two-stage environ-
ment inference and compression strategy. From the
perspective of state space, we introduce a prefix-
suffix collaborative state learning mechanism to
bidirectionally model the spatio-temporal states. A
hierarchical state compressor is further designed
to refine the state information resulting in con-
cept shift. Secondly, we propose a skip-connection
spatio-temporal prediction module, which effec-
tively utilizes the inferred environments to improve
the model’s generalization capability. Finally, we
select seven datasets from different domains to val-
idate the effectiveness of our model. By compar-
ing the performance of different models on samples
with concept shift, we verify that our Samen gains
generalization capacity that existing methods fail to
capture.

1 Introduction

Dynamic graphs are ubiquitous in the real world, encompass-
ing social networks [Wang et al., 20191, web-based platforms
[Gao et al., 2022], and traffic networks [Zhou et al., 2020; Liu
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Figure 1: Our research motivation. Left Panel: a sample selected
from the SD2019 dataset exhibiting concept shift. Right Panel: the
performance discount comparison of existing models on the samples
with a concept shift issue.

et al., 2023; Liu et al., 2024]. Unlike static graphs, dynamic
graphs involve the changes in nodes and edges over time, pre-
senting a significant challenge in simultaneously modeling
temporal evolution and spatial correlations [Zhou et al., 2023;
Cao et al., 2020]. Recently, the spatio-temporal learning of
coupled Graph Neural Networks and Time Series Models
has started to flourish [Xia et al., 2023; Yuan et al., 2023;
Liu et al, 2025a; Liu et al., 2025b; Miao et al., 2024;
Miao et al., 2025], gaining increasing improvement for its
ability to effectively model both spatial dependencies and
temporal dynamics.

Although existing dynamic graph learning frameworks are
theoretically proven to effectively capture spatio-temporal
correlations, modeling real-world dynamic graphs is chal-
lenging due to the constantly changing evolutionary patterns
influenced by various complex factors [Zhang et al., 2022;
Yuan et al., 2023]. These factors include human noise, ir-
regular patterns, and unpredictable external conditions, all of
which can significantly disturb the evolution patterns [Zhou
et al., 2023; Wu et al., 2022; Wang et al., 2023].

One of the major challenges arising from changes in evolu-
tion patterns is the issue of concept shift. This issue manifests
as similar or identical historical observations leading to dif-
ferent future evolutions as shown in the right panel of Fig.
1. Actually, this phenomenon is widely present in real-world
datasets [Shao er al., 2022a]. Empirically, we observe that
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Figure 2: Human interests are influenced by the environments.
‘Weather variables remain inactive in historical observations but be-
come active in future observations.

the proportion of samples exhibiting concept shift in the Yelp
[Sankar et al., 2020] and SD-2019 [Liu et al., 2023] datasets
reached as high as 24.3% and 32.9%, respectively. The
widespread existence of this phenomenon poses significant
challenges for dynamic graph learning methods. As shown
in the left panel of Fig. 1, we filter the samples that exhibit
concept shift, and utilize them to evaluate existing dynamic
graph learning frameworks. This distinct contrast highlights
that concept shift is indeed a significant factor contributing to
the lack of generalization in current dynamic graph learning
models. Therefore, enhancing the model’s ability to address
the concept shift issue has become an urgent challenge to re-
solve.

Unlike data distribution shift, which appears as discrep-
ancies between the distributions of the training and test
datasets [Chen et al., 2024; Sun et al., 2021; Li et al., 2022;
Chen et al., 2022], concept shift is characterized by the shifts
in the mapping relationship from data to its label. Some envi-
ronment variables in dynamic graphs exert a varying effect on
evolution patterns, and the failure of models to capture those
information exacerbates this issue. In other words, some key
environment variables often remain inactive in historical ob-
servations, but their emergence in future observations leads to
significant changes in evolutionary trends. As shown in Fig.
2, clear weather often does not alter human interest patterns,
resulting in their inactivity. However, as winter comes, previ-
ously inactive weather variables become activated, leading to
significant shifts in human interests. Therefore, identifying
environment variables with both inactive and active proper-
ties is a crucial step in addressing the concept shift.

In this work, we propose a state-driven dynamic graph
learning framework to address the issue of concept shift.
Firstly, from the perspective of information theory [Jaynes,
19571, we theoretically investigate how to infer the environ-
ment variables that cause concept shift issue. Further, we
summarize two practical guidelines to model the environ-
ment variables. Secondly, we introduce the insight of spatio-
temporal state to uniformly model all potential environment
variables in dynamic graphs. By designing a prefix-suffix
state learning mechanism, we can bidirectionally capture en-
vironment variables. Thirdly, to refine the environments
leading to concept shift, we propose a hierarchical state com-
pressor to infer those pivotal environments with both inac-
tive and active properties. By constructing hierarchical state
learning tasks, we can maximize the extraction of variables
from historical observations that may alter evolutionary pat-
terns. Finally, we design a skip-connection state prediction
framework to alleviate the limitations faced by parameterized

models in addressing concept shift. Empirically, we select
seven datasets from different domains to validate the effec-
tiveness of our model. Samen achieves better results than
all baselines on most datasets. Moreover, we filter all sam-
ples exhibiting concept shift from two cross-domain datasets.
By comparing the performance of different methods on those
samples, we corroborate the excellent generalization in ad-
dressing the concept shift issue. Our contributions are as fol-
lows:

* We conduct a theoretical analysis of the variational upper
bounds of parameterized estimation methods to address the
concept shift issue. Based on this, we introduce two pri-
mary practical guidelines to address this challenge.

* We model environment variables from the perspective of
state space, and propose a two-stage state modeling strat-
egy to infer the key states that contribute to concept shift.
Technically, we introduce a novel prefix-suffix collabora-
tive state learning mechanism, and a hierarchical state com-
pressor to infer the key states.

* We design extensive experiments to validate the superior
generalization in concept shift scenarios.

2 Preliminaries and Backgrounds

2.1 Preliminaries

Notation. We define a temporal graph with N nodes over
T steps as TG = {G*}L ;. Each graph snapshot at time
step ¢ is indicated as G' = (X*, A?), where X! € RVxd
denotes the node-wise features, and A € RY*Y indicates
the connections between nodes, where d uniformly represents
features and representations dimensions.

Problem definition. Temporal graphs learning focuses on
summarizing the evolutionary patterns from historical snap-
shots and predicting the future trends at subsequent K steps.
Specific tasks include future node properties forecast and link
prediction. With the historical observations X = GYT as in-
put, the temporal graph neural network learns future evolution

patterns Y = G7T1T+K  qiming to predict Y + X.

2.2 Backgrounds

Concept shift. Different from data distribution shift issue
which has been widely studied [Yuan et al., 2023; Xia et al.,
2023; Wu et al., 2022; Yu et al., 2023; Chen et al., 2024,
Li et al., 2022; Chen et al., 2022], the concept shift has differ-
ent characteristics and reasons. Data distribution shift issue
denotes the differences between the training and test data dis-
tributions, i.e., P(TGrain) # P(TGye) [Chen et al., 2024;
Chen et al., 2022; Li et al., 2022]. However, concept shift
is manifested in changes to the mapping distribution between
the data and its labels,

P(k) # P(x), (D

where X Y and X > Y’. In other words, concept shift
is an intra-sample phenomenon, whereas data distribution
shift reflects inter-sample differences. Therefore, the differ-
ing causes of distribution shifts lead to distinct technical ap-
proaches for addressing these issues. The key to resolving
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Figure 3: Left Panel: the overview of Samen. Right Panel: the detailed pipeline of Samen. Based on a hierarchical state learning objective,
Samen mainly includes a prefix-suffix collaborative state learning mechanism and a skip-connection spatio-temporal prediction module.

data distribution shift lies in discovering the common feature
among samples (invariant learning technique) [Zhou et al.,
2023; Wu et al., 2022], while addressing concept shift in-
volves uncovering additional features within the samples to
bridge the gaps in the shifted mapping relationships (environ-
ment inference technique). In this work, we focus on a the-
oretical and practical investigation of the environment vari-
ables that contribute to concept shift from the perspective of
state space.

State Space Model (SSM). SSM is a mathematical frame-
work used to describe the dynamic evolution of a system
[Gu et al, 2020; Smith er al., 2022; Zhang et al., 2023;
Gu and Dao, 2023; Gu et al., 2021a]. Tt is widely applied
in areas such as signal processing, control systems, and time
series analysis. By utilizing a set of state variables, SSM rep-
resents the internal state of a system at any given point, al-
lowing for the prediction of the system’s future behavior or
observations [Kantas er al., 2015]. Most practices of SSM
consist of two main components: the state transition equation
(Eq. 2), which updates state based on the system evolves, and
the output equation (Eq. 3), which relates the updated states
to the final output.

h'(t) = Ah(t) + Bx(t), 2)
y(t) = CH(t) + Du(t), 3)

where A, B,C, D are learnable parameters most practices
[Gu er al., 2021al, h(t) and x(t) denotes the state and input
at step t respectively.

One of the most significant advantages of SSM is that it
can effectively captures long-term correlation [Gu and Dao,
2023]. This success typically stems from two main objec-
tives: the first is to efficiently learn prefix states, and the sec-
ond is to adaptively adjust the update weight based on the
actual sequence information. Formally, given a binary asso-
ciative prefix operator o (i.e. (aob)oc=ao (boc)) and
a sequence of T graphs [G',G?,--- ,GT], the prefix scanner

of SSM is fed with historical observations to return the state
sequences,

[G17(g10g2)a"'7(G1ngo"'OgT)]' (4)

Our proposed state-driven environment inference frame-
work is built upon the foundation of SSM, but it is strictly
different from existing works. Specifically, we observe that
the state in dynamic graphs exhibit a unique duality. This
requires that comprehensive state modeling must incorporate
the cooperative learning mechanism of both prefix and suffix
states.

3 Related Work

Generalization of Dynamic Graph Models. The issue of
generalization is a significant challenge currently faced by
dynamic graph learning methods. Numerous studies have fo-
cused on developing dynamic graph learning approaches with
stronger generalization capabilities. Existing work primar-
ily focuses on addressing out-of-distribution (OOD) gener-
alization, i.e., P(TGyrgin) # P(TGy.) [Chen et al., 2024;
Chen et al, 2022; Li et al., 2022; Yuan et al., 2023;
Xia et al., 2023]. Unlike existing works, we focus on con-
cept shift in dynamic graphs. Concept shift is manifested in
changes to the mapping distribution between the data and its

labels P(x) # P(xk'), where X -5Y and X Y’ In this
work, we focus on solving the concept shift problem on dy-
namic graphs.

State Space Model. The State Space Model (SSM) is
a mathematical model used to describe dynamic systems,
which has a long history of development [Welch, 1995]. With
the development of deep learning, SSM has been widely
used in many time series scenarios [Rangapuram ez al., 2018;
Gu et al., 2020; Gu et al., 2021b; Gu et al., 2021a; Smith
et al., 2022]. Among these studies, Mamba [Gu and Dao,
2023] has made a significant impact across various research
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fields, due to its adaptive selectivity and parallel scanning ca-
pabilities, which deliver superior efficiency and performance.
Actually, all variants of SSM solely focus on learning prefix
states. Based on a thorough analysis and understanding of
dynamic graphs in the real world, we observe the duality of
spatio-temporal states. This insight inspires us to propose a
prefix-suffix collaborative state learning model.

4 Upper Bound for Tackling Concept Shift

The issue of concept shift in dynamic graphs fundamentally
arises from the presence of unseen environment variables.
Therefore, understanding the upper bound of the model in ad-
dressing concept shift is primary for tackling this challenge.

We first define the ground-truth distribution of historical
observations X and future evolution Y as Qx and Qv . Our
goal is to obtain an approximate Q, which can align the evolu-
tion patterns of Qx and Qv . This objective can be formalized
as,

Q =argmin —I(X,E;Y). &)
Q

To obtain this estimate, we need to understand the role of
the environment variable E in historical observations X and
future evolution Y. Therefore, the objective of Eq. 5 can be
updated as,

Q=argmin—I(X,E;Y) - I(E;Y)+ I(X;E). (6)
Q

For the first term I(X, E;Y) of Eq. 6, we can obtain the
lower bound by considering the parameterized variational es-
timations,

P(Y|E, X)
I X, E; Y = Exyny |:10g :|
X BY) P(Y) ™
> Ex g [logP(Y|X,E)] + H(Y).
For the second term I(E;Y) of Eq. 6, there exists,
P(Y|E)
I E; Y)= EE,Y |:10g :|
(&) P(Y) @)
> Eg,y [logPo(Y|E)] + H(Y).
For the third term I(X; E) of Eq. 6, there exists,
IE"(EIX)}
I(X5E) = Ex, [log
X E) o R () )

< Eg [KL(Py(E|G)[|P(E))] -
Given the above derivations, we can further update the ob-
jective of Eq. 5 by formalize the variational lower bound,

Q =arg min E[-log P(Y|X, E) + log P4 (E|G)
Q (10)
— logPy(Y|E) + KL(Py(E|G)[[P(E))].

The parameterized variational estimates Py(Y|E) and
P, (E|X) establish the inference line (X — E — Y). The
P(Y|X, E) highlights the inference process (X — Y <« E).
The inductive bias P(E) highlights the extraction process of
the environment variables (X — E). Therefore, current pa-
rameterized models that bridge the gap between X and Y are
inherently constrained by modeling P(E) and P(Y|X, E).

Practical Guidance. The theoretical analysis above pro-
vides us with practical insights in tackling concept shift issue.

¢ Understanding the inductive bias P(E) of concept shiftis
essential for achieving accurate inference of environment
variables from history observations (X — E).

e Adopting the collaborative inference lines of
(X—-E—-Y) and (X—Y «+ E) to model the
unseen environment variables that cause concept shift
provides theoretical insights.

In the following research, we build on these two practical
guidances to enhanced generalization capability in address-
ing concept shift issue.

5 Environment Inference from the
Perspective of Spatio-Temporal State

In this section, we aim to infer the environment variables
E that cause concept shift issue, i.e., the inference path
(X — E). This corresponds to the first practical guidance de-
rived from our theoretical analysis. Specifically, we adopt a
two-stage modeling strategy, initially extracting environment
variables comprehensively and subsequently refining the in-
formation that causes concept shift issue.

5.1 Prefix-Suffix Collaborative State Learning
Mechanism

In this subsection, we adopt a two-stage modeling strategy,
initially extracting environment variables comprehensively
and subsequently refining the information that causes con-
cept shift issue. We first introduce the spatio-temporal state
(ST state) to construct a unified perspective for capturing en-
vironment information E in dynamic graphs. This design is
inspired by the exciting performance achieved in the studies
of sequence data from the perspective of state space. In dy-
namic graphs, the ST state exhibit a duality, characterized by
both continuity and hysteresis.

* The continuity of ST state signifies that each individual
state is often reflected by the accumulation of past state
patterns. For example, the timestamp state is typically the
cumulative result of historical evolutionary processes.

* The hysteresis of ST state means that certain individual
state information is retroactively extrapolated from future
evolution patterns. For instance, unrecorded weather con-
ditions or individual affinities can only be inferred through
future evolutionary processes.

Given the duality of ST state, we propose a prefix-suffix
collaborative state learning method. This design incorporates
a state learning operator that effectively models prefix infor-
mation while also enabling the inference of suffix informa-
tion, distinguishing it from traditional State Space Models
(SSMs) that focus exclusively on learning prefix information.
Additionally, existing works have confirmed that achieving
data-adaptive state updates is equally important [Gu and Dao,
2023]. This means the model should dynamically adjust the
weights of state updates based on the characteristics of se-
quence data. Consequently, we aim to implement a ST state
learning framework that satisfies the following two require-
ments.
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* Bidirectional state learning. The ability to capture both
prefix and suffix information in the state learning process.

» Data-adaptive state updating. A mechanism that adjusts
the state updates dynamically based on the characteristics
of the input sequence.

To achieve this target, we propose a Bidirectional Mixing
Mechanism (BMM), which encompasses a bidirectional mix-
ing aggregation process and a adaptive state update operator.
We first design a bidirectional aggregation kernel to achieve
prefix-suffix state aggregation.

Bidirectional feature mixing kernel. Given the parame-
terized graph neural network backbone GNN,,, we first con-
duct spatial encoding on the graph, resulting in a tempo-
ral static representation Z'= GNN(G?) € RV* at step ¢.
Next, we achieve bidirectional mixing of local steps through
a message-passing kernel,

Zppe =12'1|12'71)- [NIW]T, (I
Zouy = 21241 - [T|[W]T, (12)
where Z},. = Z! and ZAsTuf = ZT, [-||'] indicates the con-

catenation operation. W € R%*4 and W,, € R4* are for-
malized as learnable aggregation kernel. Although the aggre-
gation between the local sequences does not capture the long-
term evolutionary patterns, it distinctly determines the direc-
tion of information compression. Building on this certain di-
rection, we achieve state updates for long-term observations
by amplifying the dependencies of the short sequences

State update operation. After each bidirectional feature
mixing layer, we perform a global state update based on the
local mixed information. Inspired by the successful practices
of existing state space models, we introduce learnable state
transition matrix A € RV*%4 and input control matrix B €
RN *dxd o ypdate state,

Stre(n) = AnSit(n) + BoZl t(n), (13)
Stup(n) = ApStii(n) + Bu 2L} (n), (14)
where S}, = 2L, ST, = ZI andn € [1,..,N]

denotes the node. Thus, we can obtain the states derived
from both prefix learning and suffix learning, i.e., Sp.. €
RTXNXD and Sy, ; € RT*NXP We then couple them into
a unified state space representation,

S = Spr(:'@Ssufa (15)

where © is the element-wise product. Guided by the dualityt
of ST state in dynamic graphs, we comprehensively model
the ST state S = {S',52%,...,8} € RTXNXd  The next
challenge lie in refining the information that contributes to
conceptual distribution shift.

5.2 Hierarchical Compressor for Inferring
Activable States

We start by investigating the characteristics of those states
that contribute to the concept shift issue. We argue that the
concept shift is controlled by those ST states, which remain
inactive in historical observations but become active in future

evolution. Therefore, we propose a hierarchical compressor
for inferring activable states. Specifically, we conduct a fine-
grained partition of the historical data G*7' to create a hier-
archical history-future data form G*7 = (G* G¥), where
HUF ={1,---,T}. In the implementation, H and F are

divided equally over the set {1,--- ,T'}. Therefore, we con-
struct a hierarchical learning tasks,
gH N gF gl:T N gT-‘rl:T-i—K. (16)

We then obtain corresponding training objectives,

»Cobs = £(gH - gF)’ £fut = E(gl:T — gT+1:T+K)'
a7
In this section, we undertake a comprehensive investiga-
tion of environment variables E from the perspective of state
space. We innovatively summarize two pivotal inductive bi-
ases: the duality of states and the activatable property of
states that contribute to concept shift. We then propose an
effective modeling framework for the spatio-temporal states
leading to the concept shift issue.

6 Skip-connection Dynamic Graph Prediction

In this section, we aim to develop a dynamic graph pre-
diction module that leverages the inferred states to address
concept shift issue, i.e., the collaborative inference paths of
(X =< E —Y)and (X — Y < E). This corresponds to the
second practical guidance derived from our theoretical analy-
sis. Based on the definition of conditional probability, we can
derive it by marginalizing over X,

P(Y|E) =) P(Y|X,E)P(X|E). (18)

E
Thus, P(Y|E) can be obtained by marginalizing over X. This
involves integrating the probabilities of X to derive the prob-
ability distribution of Y given E. We can further utilize a

unified parameterized framework P(Y|E) to align the col-
laborative mechanisms ((X - E - Y)& (X - Y < E))

for predicting future evolution, where E is condensed from
X and E.

To achieve this target, we propose a skip-connection dy-
namic graph prediction framework. Given the initial repre-
sentation Z € RT*NXd obtained from the GNN encoder
and the ST state S € RT*V 9 Jearned from the prefix-suffix
modeling mechanism, we implement a connection based on
skip manner,

S=S®Z-D, (19)
where D € R%* represents learnable parameters demoting
the skip weights and & is the element-wise addition. Then,
skip-connected output S ~ E will be fed into a spatio-
temporal prediction layer Py to predict future evolution. The
learning objective L¢,; for predicting future evolution Y
based on historical observations X is,

Lyue = ~EllogPe(Y|5)] + Eflog(P,(5X))],  (20)

where ¢ = {a, Wy, We, A, B, D} denotes the parameterized
prefix-suffix state learning mechanism, 6 indicates the spatio-
temporal prediction process. Therefore, the learning objec-
tive of the auxiliary task is,

Lops = ~Ellog Po(GV[57)] + Ellog (P, (57 G™))]. 21
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Model COLLAB Yelp ACT

DySAT 88.77£0.23  78.87£0.57  78.52+0.40
VREXx 88.31+0.32  79.04+0.16  83.11+0.29
GroupDRO  88.76£0.12  79.38+£0.42  85.19£0.53
DIDA 91.97+0.05 78.22+0.40  89.84+0.82
EAGLE 92.45+£0.21  78.97+0.31 92.37+0.53
DGIB 92.684+0.20  79.53+0.20  94.89+0.20
Samen 92.71+0.15 79.96+0.21* 94.41£0.19

Table 1: AUC score (% ) of future link prediction task on real-world
social relationship datasets. The best results are shown in bold and
the second best results are underlined. * indicates statistical signifi-
cance against the second-best results.

The overall training objectives of the proposed Samen is,

£ST = ‘Cfut + £obs~ (22)

7 Experiment

We evaluate our Samen by answering the following ques-
tions. Q1. Does our Samen demonstrate competitiveness
compared to existing state-of-the-art methods on real-world
datasets? Q2. Does our approach effectively tackle the issues
that remain unresolved in existing works? Q3. Does each
component in our Samen effectively enhance the generaliza-
tion capacity? Q4. Does our framework operate with high
efficiency?

7.1 Experiment Setup

In this subsection, we introduce datasets, baselines and ex-
periment settings briefly.

Datasets. We employ seven cross-domain real-world dy-
namic graph datasets to evaluate our Samen. COLLAB
[Tang et al., 2012] is an academic collaboration dataset con-
sisting of papers published over a span of 16 years. Yelp
[Sankar et al., 2020] is a dataset that contains business re-
views, while ACT [Kumar et al., 2019] tracks students’ ac-
tivities on a MOOC platform over a 30-day period. PEMS08
and PEMS04 [Song et al., 2020] are classic traffic network
datasets from California, featuring 5-minute intervals. SD-
2019 and GBA-2019 [Liu e al., 2023] are newly introduced
large-scale traffic network datasets.

Baselines. We compare Samen against two categories of
baselines: six social link forecasting methods and six traffic
flow prediction frameworks. Social link forecasting methods
consist of DySAT[Sankar et al., 2020], VREx[Krueger et al.,
20211, GroupDRO[Sagawa et al., 20191, DIDA[Yuan ef al.,
2023], EAGLE [Yuan et al., 2023], DGIB [Yuan et al., 2024].
Traffic flow prediction baselines include AGCRN [Bai et al.,
2020], GWNET [Wu et al., 2019], Z-GCNETs [Chen et al.,
2021], D2STGNN [Shao er al., 2022b], STGNCDE [Choi et
al., 2022], CaST [Xia et al., 2023].

Experiment Settings. We filter samples exhibiting con-
cept shift and investigate the effectiveness of our Samen on
concept shift scenario.

» The task of social relationship analysis is to exploit past
graphs to make link prediction in the next time step. The
principle for selecting samples that exist concept shift is as

follows. For a given sample (X,Y), if there exists another
sample (X', Y’) satisfying X = X’ and Y # Y, the cur-
rent sample will be identified as exhibiting concept shift.

e The traffic flow forecast task is to predict the next 12
steps based on historical 12 steps observations (12 —
12). The principle for selecting samples that exist con-
cept shift: given a sample (X,Y), if there exists an-
other sample (X’,Y"’) satisfying MAD(X,X’) < ¢ and
MAD(Y,Y’) > 100, the current sample will be identified
as exhibiting concept shift !.

7.2 Performance Analysis on Real-world Datasets

We evaluate the performance of Samen across seven real-
world datasets from different domains to answer Q1.

Social link forecasting. Tab. 1 presents the performance
of Samen on social link prediction tasks. Our model out-
performs all baselines on two datasets. We also observe that
DGIB [Yuan et al., 2024] achieves one best performance
on ACT, and DGIB [Yuan et al., 2023] achieve many sub-
optimal results. It proves that the approaches of tackling data
out-of-distribution issue can also bring some insights into
solving concept shift.

Traffic flow prediction. Tab. ?? shows the results of
Samen on traffic flow dataset. We can observe that Samen
outperforms all baselines on two datasets. We note that CaST
obtains suboptimal results on most datasets and even optimal
results on PEMSO04. This indicates that practices centered on
inferring environment variables may offer potential solutions
for addressing both data distribution shift and concept shift.
Based on the comparison of different methods across datasets
from two domains, we observe that Samen is competitive
with existing state-of-the-art frameworks. More importantly,
we emphasize the performance of our method in addressing
challenges that have not been tackled by previous works.

7.3 Generalization Analysis

To answer Q2, we compare the performance degradation of
Samen with existing methods on samples affected by con-
cept shift. We adopt the concept shift samples filtered from
the Yelp and SD-2019 datasets, as used in Fig. 1. As shown in
Fig. 4, we provide the performance comparison of the mod-
els on the raw dataset and the concept-shifted sample set. We
can observe that Samen exhibits the least performance degra-
dation on the samples with concept shift, and significantly
outperforms all existing methods. We can conclude that our
framework demonstrates excellent generalization ability in
countering concept shift issue.

7.4 Ablation Study

To answer Q3, we investigate each component of Samen.
Specifically, we conduct ablation studies to explore the ef-
fectiveness of prefix-suffix cooperative state learning mecha-
nism, hierarchical compressor and skip-connection dynamic
graph predictor. We design three variants of Samen for each
of the three main modules, i.e, w.o. pre-suf, w.o.hicom and

'MAD denotes Mean Absolute Distance, which follows the same
calculation method as MAE (Mean Absolute Error). In practice, o
is set to 0.5.
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Model PEMS08 PEMS04 SD-2019 GBA-2019
MAE RMSE MAE RMSE MAE RMSE MAE RMSE

GWNET 16.67+£0.9  26.77£1.1 | 20.69£0.8 33.02£1.3 | 17.74+1.1 29.62+2.9 | 2091£2.6 33.41+2.3
AGCRN 15.95+0.2  25.75£0.6 | 19.83£0.3 32.26£0.2 | 18.09+1.2 32.01+1.3 | 21.01£1.6 34.25£2.0
Z-GCNETs | 15.776£03  26.31£0.2 | 19.50+0.5 31.914+0.7 | 18.21£1.7 32.76£1.8 | 21.84+1.2 35.124+2.2
D2STGNN | 15.69+0.3  2641+£0.4 | 19.55£0.7 31.99£0.5 | 17.85+1.5 29.51+1.7 | 20.71£2.0 33.65+£2.7
STGNCDE | 15.324+0.6  26.38+0.3 | 18.94+0.6 32.39+£0.4 | 19.55+0.7 33.57%1.5 | 21.79+£1.5 35.37+£2.4
CaST 15.08+£0.3  25.16+£0.4 | 18.56+0.9 31.44+0.3 | 17.61+1.3 29.12+1.4 | 21.30£1.5 34.67£1.5
Samen 14.70+£0.2*  24.26+0.6* | 17.91£0.4 31.62+0.3 | 17.18+1.2 28.32+1.4 | 20.26£1.5 33.54£1.8

Table 2: The performance of traffic prediction tasks (12 — 12) on four real-world datasets. The best results are shown in bold and the second
best results are underlined. * indicates statistical significance against the second-best results.
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Figure 4: The performance discount of different methods on both
the raw dataset and shifted dataset.
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Figure 5: Ablation Study. We design three variants of Samen and
compare their performance on raw Yelp (left) and sample set with
concept shift (right).

w.o. skip. They respectively represent the variant that re-
moves suffix state learning, the variant that removes the hier-
archical compressor and focuses solely on single-prediction
mode, and the variant that remove skip connections. As
shown in Fig. 5, we observe significant performance degra-
dation in each variant, with the degradation being particu-
larly pronounced on samples affected by concept shift. By
comparing the degree of performance degradation, we find
that prefix-suffix state learning module plays the most critical
role, followed by the hierarchical state compressor. There-
fore, we infer that learning suffix state in dynamic graph
scenarios helps the model to comprehensively capturing the
spatio-temporal evolution patterns.

7.5 Efficiency Analysis

The time complexity of Samen is O(T- L- N(2d? + 1)+ T
L-|€]), where N represents the number of nodes, || denotes

the number of edges, d is the feature dimension, 7" represents
the step of history observation, L denotes number of layers
of the prefix-suffix state learning mechanism. The time cost
of our Samen primarily lies in the ST state learning process
with O(2-T - L - N - d?), and the time complexity for graph
learning with O(L - (N + £)). Our method has linear time
complexity with high training efficiency. As shown in Fig.
3, we empirically conduct efficiency comparisons of Samen,
DIDA, and EAGLE, measuring the time taken per epoch. We
observe that the training efficiency of our method is competi-
tive with existing approaches.

Models DIDA EAGLE Samen
COLLAB 11.27 12.23 10.83
Yelp 7.92 6.89 7.12
ACT 10.27 9.34 9.23

Table 3: The training efficiency of Samen with other baselines on
COLLAB, Yelp and ACT (s/epoch).

8 Conclusion

In this work, we theoretically unveil the intractable challenge
posed by concept shift in dynamic graphs, and propose a
state-driven environment inference framework (Samen) to
address this issue. Building upon a comprehensive investiga-
tion of concept shift from an information theory perspective,
we distill two practical guidelines to design dynamic graph
learning model with enhanced generalization ability. Unify-
ing the environment factors in dynamic graph within the state
space, we propose a prefix-suffix collaborative state learn-
ing mechanism to bidirectionally capture the environment in-
formation, and introduce a hierarchical state compressor to
refine the environment information leading to concept shift.
Extensive experiments over seven datasets verify the effec-
tiveness of our model.
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