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Abstract

Pseudo-labeling is a cornerstone of Unsupervised
Domain Adaptation (UDA), yet the scarcity of
High-Confidence Pseudo-Labeled Target Domain
Samples (hcpl-tds) often leads to inaccurate cross-
domain statistical alignment, causing DA fail-
ures. To address this challenge, we propose
Noise Optimized Conditional Diffusion for Domain
Adaptation (NOCDDA), which seamlessly inte-
grates the generative capabilities of conditional dif-
fusion models with the decision-making require-
ments of DA to achieve task-coupled optimization
for efficient adaptation. For robust cross-domain
consistency, we modify the DA classifier to align
with the conditional diffusion classifier within a uni-
fied optimization framework, enabling forward train-
ing on noise-varying cross-domain samples. Fur-
thermore, we argue that the conventional N(0,I)
initialization in diffusion models often generates
class-confused hepl-tds, compromising discrimina-
tive DA. To resolve this, we introduce a class-aware
noise optimization strategy that refines sampling re-
gions for reverse class-specific hcpl-tds generation,
effectively enhancing cross-domain alignment. Ex-
tensive experiments across 5 benchmark datasets
and 29 DA tasks demonstrate significant perfor-
mance gains of NOCDDA over 31 state-of-the-art
methods, validating its robustness and effectiveness.

1 Introduction

The success of deep learning models relies heavily on abun-
dant, well-labeled training data (Xs,)s), enabling impres-
sive performance on test samples (X7). These models typ-
ically assume that training and testing data are independent
and identically distributed (iid), implying the same statisti-
cal distribution for both domains. However, this assumption
often breaks in real-world scenarios [Pan and Yang, 2010;
Lu et al., 2020], where variations in environmental condi-
tions (e.g., lighting or temperature) or data capture methods
cause significant discrepancies between training and testing
data. Such domain shifts hinder the effectiveness of models
trained on a specific labeled source domain (Ds) when applied
to an unlabeled target domain (D). Unsupervised Domain

Adaptation (UDA) addresses these challenges by leveraging
models trained on Dg for direct application to D, despite the
inherent domain shift.

The theoretical foundation of UDA, as established in Eq.(1)
[Ben-David et al., 2010; Kifer et al., 2004], provides an error
bound for the hypothesis h on the target domain, offering a
framework to optimize models for cross-domain tasks under
non-iid conditions:

er(h) < es(h) +du(Ds, D7) +

min {Ep, [[£5(x) — fr (0> Eoy [[fsx) - freoy D

Term.3

where the performance e (h) of a hypothesis i on the
D7 is bounded by three critical terms on the right-hand side.
Specifically, Term.1 represents the classification error on the
Ds. Term.2 quantifies the H-divergencelKifer et al., 2004]
between the cross-domain distributions (Ds, D7), and Term.3
captures the discrepancy between the labeling functions of the
two domains. In the context of UDA, optimizing Term.! is typ-
ically achieved through supervised learning to ensure effective
functional regularization. However, optimizing Term.2 and
Term.3 depends on hepl-tds from D, which poses a challenge
in UDA setups where labels from D are unavailable.

The scarcity of High-Confidence Pseudo-Labeled Target-
Domain Samples (hcepl-tds). Both Term 2 and Term 3 rely
heavily on hcpl-tds for optimization. However, real-world
domain shifts often restrict the availability of these samples,
limiting the reduction of the error bound in Eq. (1).

Impact on Term.2: The goal of Term.2 is to align cross-
domain conditional distributions, i.e., Q(Vs | Xs) ~ Q(Vr |
X7). In UDA, target domain pseudo-labels Y7 are often inac-
curate due to domain shifts. To mitigate this, we select hcpl-
tds to construct DA = {(X4, Vi) | confidence(Y¥) > n},
where 7 is a confidence threshold. However, D?— is typically
much smaller than D (i.e., | D}||, < [|D7]|), limiting its
ability to fully capture the statistical characteristics of Dy.
This sparsity impedes accurate distribution alignment, ulti-
mately affecting DA performance.

Impact on Term 3. Let fs(x) and f7(x) denote the
source and target labeling functions, respectively. We de-
fine D = {x € Dy | fr(x) > n}, as the set of se-
lected hcpl-tds, where f7(x) exceeds a predefined confi-
dence threshold 7. Naturally, the size of Dg is often smaller
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than the total size of D, limiting the effective sample space
available for estimating the expectation in Term 3 of Eq.(1).
Since Ep. depends on the target domain samples, this re-
duction compromises the quality of the estimated expecta-

tion Ep.. Mathematically, let IAED@r llfs(x) = fr(x)||] de-

note the empirical expectation computed over D?—. When
| D5, < ID7 o> the empirical estimation introduces a bias:

By {15 ~ r(l] = By [ fs(x) — r(x)]| - e, where ¢ repre-

sents the error due to the insufficient representation of Dy
This bias reduces the robustness of the alignment between
fs(x) and f7(x), thereby hindering effective DA.

Recent studies have demonstrated the effectiveness of
diffusion models [Song et al., 2020b; Ho er al., 2020;
Lipman et al., 2022] in sample generation and distribu-
tion inference. Building on this foundation, we propose
a novel approach, Noise Optimized Conditional Diffusion
for Domain Adaptation (NOCDDA), which seamlessly inte-
grates diffusion-based generation with DA decision-making
for synergistic optimization. Specifically, the forward diffu-
sion process is coupled with DA classifier training, enabling
robust cross-domain decision-making by injecting progres-
sively increasing noise while refining cross-domain decision
boundaries. Meanwhile, the reverse sampling phase employs
noise-optimized strategies for class-aware hepl-tds genera-
tion, enhancing both the quality and discriminative power of
D+ representations for effective DA. In this framework, the
superscript (t) denotes the diffusion model’s time step, and
the subscript T represents the target domain.

Forward Diffusion Enabled Robust Cross-Domain Clas-
sifier Training: The forward diffusion process in NOCDDA
incorporates two levels of constraints to achieve robust cross-
domain classifier optimization. Unified Optimization Frame-
work: By integrating the DA classifier with the conditional
diffusion model’s classifier, a shared optimization framework
is established, promoting invariant feature extraction and syn-
ergistic decision-making. Noise-Enhanced Training: The
shared classifier is trained on sequentially noised samples from
Ds and hepl-tds, improving sensitivity to noise variations and
adaptability in cross-domain scenarios. This dual-constraint
strategy ensures that forward diffusion training not only re-
inforces cross-domain alignment but also enhances decision-
making across diverse noise conditions, resulting in a robust
and unified DA framework.

Class-Specific Noise Optimization in Reverse Diffusion:

In the reverse diffusion phase, traditional diffusion mod-
els initialize noise from P(x(")) = A(0,I), assuming
an infinite forward diffusion process (I' — o0). How-
ever, real-world tasks with finite diffusion steps (I' < ©0)
yield terminal distributions P(x(™)) = A(u,X), where
p and 3 represent the mean and covariance of noisy sam-
ples. To address this mismatch and meet the class-specific
needs of domain adaptation (DA), we model class-specific
terminal distributions tailored to hcpl-tds subsets. For
each class ¢ € Cr, the terminal distribution is defined as:
Po(xD) = N (pte, Be), pe = E[x], B, = Cov(xt"), where
. and 3. are computed from hepl-tds for class c. This tai-
lored initialization ensures reverse sampling trajectories align

with class-aware hcpl-tds distributions, facilitating discrim-
inative sample generation for robust cross-domain decision-
making. Detailed visualizations in the supplementary material
(Appendix.1) validate the effectiveness of this approach across
various diffusion models, illustrating how noise optimization
significantly enhances class-specific sample generation. These
findings highlight the critical role of tailored noise sampling
in improving the efficiency and effectiveness of DA.

The key contributions are summarized as follows:

* Forward Diffusion Enhanced Robust Classifier Train-
ing: During the forward diffusion training process in the
NOCDDA model, the DA classifier is modified and inte-
grated with the diffusion model’s classifier alongside a
unified optimization framework. This coupling promotes
robust cross-domain decision-making by enabling the DA
classifier to distinguish cross-domain samples with vary-
ing noise intensities. Such integration effectively extracts
invariant domain features, reinforcing domain alignment
and further improving the model’s robustness.

* Noise-Optimized Backward Sampling for Class-
Specific hepl-tds Generation: Traditional diffusion
models initialize reverse sampling with a uniform Gaus-
sian prior A/ (0, I), requiring an infinite forward diffusion
process (1" — o0), which is impractical for real-world
tasks. This approach fails to meet the class-aware sam-
ple generation needs of DA. To address this, we propose
a noise-optimized strategy, modeling class-specific ter-
minal distributions P.(x(T)) = N(u., =.), where 1,
and X, are computed from hcpl-tds under finite diffusion
steps. This tailored initialization ensures reverse sam-
pling aligns with hcpl-tds distributions, enabling class-
aware generation and improving cross-domain decision-
making in DA.

* We conducted extensive experiments on 15 image clas-
sification and 14 time series domain adaptation tasks
across 31 comparison methods, showcasing the superior
performance of our proposed NOCDDA method over
state-of-the-art DA methods.

2 Related Work

Existing domain adaptation techniques are categorized into
shallow and deep approaches. Given recent trends, this chap-
ter focuses on deep DA methods to comparative analyze the
rationale behind our proposed NOCDDA approach.
Traditional deep-DA techniques are generally classified into
two paradigms: non-adversarial and adversarial methods.
Non-adversarial methods rely on predefined statistical metrics
such as Wasserstein distance [Tang et al., 2024], frequency
spectrum [Yang and Soatto, 2020], and Maximum Mean Dis-
crepancy (MMD) [Luo et al., 2024b; Long et al., 2018a] to
quantify and minimize domain shift by reducing divergence
in kernel feature spaces [Shu et al., 2024]. These methods
depend on the careful selection and design of these metrics.
In contrast, adversarial learning-based DA methods use ad-
versarial training [Goodfellow er al., 2014] to align source
and target domain features by making them indistinguish-
able through domain classifier training [Chen et al., 2023;
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Figure 1: Illustration of the proposed NOCDDA method. Fig.1(a) shows source (red) and target (blue) data with distinct distributions and
geometric structures, where shapes indicate class labels. Fig.1(b&c) depicts generator training on labeled source data and pseudo-label
prediction for the target domain. Fig.1(d) aligns feature and label spaces via conditional adversarial learning. hepl-tds selection is highlighted in
Fig.1(e), followed by robust cross-domain classifier training under forward noise perturbation in Fig.1(f). Fig.1(g&h) illustrates class-specific
backward sampling and enriched target sample generation. Fig.1(i) shows enhanced DA performance via improved target representation.

Jing er al., 2024]. While this data-driven approach offers flexi-
bility by removing the need for predefined metrics, it often re-
sults in unstable training due to the lack of explicit guidance for
optimizing likelihood distributions [Bond-Taylor et al., 2021;
Yang et al., 2022]. These DA techniques often focus on opti-
mizing the mapping from samples to label space (fq(x, 0) —
p(c)), thus primarily operating as discriminative models.

In contrast to traditional discriminative models, which fo-
cus solely on inferring labels c, generative models (f,(0) —
p(x,c)) have recently gained prominence in the DA field
as an alternative approach. The key advantage of genera-
tive models lies in their ability to jointly model both the la-
bel distribution p(c) and the data distribution p(x) during
the training process, preserving critical structural informa-
tion within feature representations. This regularized func-
tional learning framework [Yang er al., 2022; Jiang et al.,
2017] enhances the robustness and reliability of generative
approaches for DA. For example, Zhang et al. [Zhang et
al., 2020] framed DA as a Bayesian inference problem in
probabilistic graphical models, while VDI [Xu et al., 2023]
extended this framework by incorporating domain indices
into a variational Bayesian approach for multi-domain data.
Recently, diffusion generative models [Song et al., 2020b;
Ho et al., 2020; Lipman et al., 2022], leveraging Markov
process-based sequential optimization, have emerged as a
promising tool for DA, refining the joint probability distribu-
tion function py(x7,xs) through reverse diffusion, facilitat-
ing smooth domain transitions and robust alignment.

Building on diffusion models, DAD [Peng et al., 2024]
bridges source and target domains by simulating a sequence
of distributions with minimal discrepancies between adja-
cent steps, achieving seamless cross-domain blending. Trans-

Diff [Kang et al., 2024] uses cross-domain prompts to gener-
ate semantically-aware pseudo-target domain images, signifi-
cantly improving domain adaptation performance. DDA [Gao
et al., 2023] leverages a diffusion model to minimize domain
divergence by aligning data structures in noisy latent spaces.
Subsequently, Kamil er al. [Deja et al., 2023] enhanced clas-
sifier guidance to improve conditional distribution-aware do-
main adaptation. Prof. Li e al. [Du and Li, 2024] further
advanced cross-domain alignment through diffusion-based
purification of target domain labels.

Existing diffusion models have advanced domain adaptation
(DA) through sample augmentation and label optimization but
often fail to integrate DA decision-making with generative
objectives effectively. To address this limitation, we propose
NOCDDA, a unified framework that seamlessly combines con-
ditional diffusion generation with DA-specific objectives. In
the forward diffusion phase, the joint classifier is trained on se-
quentially noised cross-domain data, enhancing its robustness
and adaptability to domain discrepancies. In the reverse gen-
eration phase, NOCDDA incorporates noise-optimized sam-
pling strategies, enabling class-specific hcpl-tds generation
that aligns with cross-domain decision-making requirements.
By unifying robust decision-making with class-aware sam-
ple augmentation, NOCDDA not only improves cross-domain
alignment but also establishes a strong foundation for effective
and discriminative DA performance.

3 Noise Optimized Conditional Diffusion
Motivated Domain Adaptation

We begin by defining the notations used in this paper, followed
by a clear explanation of the research motivation and a step-
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by-step breakdown of the proposed NOCDDA approach.

3.1 Notations and Problem Statement

We use the cursive symbols S and 7 to represent the source
or target domain, respectively. Matrices are denoted by bold-
face uppercase letters, e.g. M = (m;;), whose i-th row is
m’ and j-th column is m;. Vectors are denoted by bold-
face lowercase letters, e.g. x. A domain D is defined as an
¢-dimensional feature space X together with a marginal dis-
tribution P(x), i.e. D = {X, P(x)} with x € X. Given
a domain D, a task 7K consists of a C-cardinality label
set )V and a classifier f(x), i.e. TK = {Y, f(x)}, where
f(x) = O(y | x) interprets the class-conditional distribution
over Y. In unsupervised domain adaptation, we have a source
domain Ds = {x%, ys}i*, with n, labeled samples X s =
[x5...x4%] and labels Ys = {y%,...,ys} T € R%=*C as
well as an unlabeled target domain D = {x/- ?;1 with n;
unlabeled samples X7 = [x%-...x7'] and unknown labels
Y7 = {yh, ...y} € R"*C. Although Xs = X
and Vs = Y7, the distributions and conditionals differ,
ie. P(Xs) # P(X7), Qs | Xs) # QM | X7).
We define a sub-domain (class) in the source domain by
DY = {xi € Xs | y& = c}. Sub-domains in the tar-

get domain, Dgf), require a base classifier to assign pseudo

labels to unlabeled samples in Dy. To distinguish the diffu-
sion model’s time step, we use the superscript (¢) for time
encoding and the subscript 7 to denote the target domain.

Time Embedding Aware Classifier Unification

As shown in Fig.1.b, to minimize Term.1 in Eq.(1) for the
source domain’s Structural Risk Minimization, a well-trained
classifier must be learned in a supervised manner. The hypoth-
esis f : Xs — Vs maps source domain samples X to their
labels Vs. However, such a hypothesis trained solely on this
mapping fails to align with the classification decisions required
in conditional diffusion training, which demands incorporat-
ing a time embedding (¢) to capture the temporal dynamics of
the diffusion process. To address this, the predictive model is
formulated as:

f = argminger Bog yoyons [[(F (s, (8),98)| + R(F). ()

Here, f(xs, (t)) integrates the time embedding (t), align-
ing the classifier’s decisions with the conditional diffusion
framework. For clean source domain images, (t) is set to 0,
ensuring consistency with the DA framework and maintaining
alignment for noise-free data. This incorporation of time em-
bedding within the DA classifier represents a key innovation,
enabling unified decision-making across both DA and condi-
tional diffusion training. The supervised loss I(f(zs, ()), ys)
ensures accurate learning on the source domain, while the regu-
larization term R (f) controls the complexity of the hypothesis
space Hy.

Despite the implemented setup, cross-domain distribution
divergence often leads to unreliable mappings for the target
domain, f : (x7,t) — y7. This underscores the need for
effective strategies to minimize conditional distribution dis-
crepancies and ensure efficient domain adaptation (DA).

Adpversarial Learning Enforced Domain Alignment
Despite Eq.(2) effectively reducing the classification error on
the Ds to minimize Term.1 in Eq.(1), the learned hypothesis
struggles to generalize to the D7 due to domain shift. To
address this, we focus on optimizing Term.2 by minimizing
the cross-domain conditional distribution divergence. This is
achieved by incorporating conditional adversarial training to
align the hybrid conditional distributions of feature represen-
tations f and labels y, as illustrated in Fig.1.(a-d). Specifi-
cally, Fig.1.(d) shows how cross-domain divergence is reduced
through adversarial optimization of the generator (G) and dis-
criminator (D). The updated objective is formulated as:

c
ngn max Laay = —E[Y_ 1y,—q log o (G(zs, (t))] 3)

+E[log D((f © 1)s)] - Eflog(1 - D((f © v)7))]

In the RHS of Eq.(3), the first term reformulates Eq.(2), while
the remaining two terms optimize G and D within an adver-
sarial framework to achieve model equilibrium. The symbol
® represents the multilinear conditioning operation [Long et
al., 2018b], which leverages the f and y inferred by G to
perform kernel embedding for joint distribution alignment.
This minimizes the conditional divergence between the source
(Xs,Ys) and target (X7, V1) domains, facilitating smoother
cross-domain knowledge transfer. However, conditional ad-
versarial methods depend on High-Confidence Pseudo-labeled
Target Domain Samples (hcpl-tds). In real-world settings,
as shown in Fig.1.(c), target domain pseudo-labels are often
noisy, leading to functional training errors. To address this,
we quantify classifier prediction uncertainty using the entropy

criterion: E(f) = — Zle felog fe, where C is the number
of classes, and f. is the probability of assigning a sample to
class c. Samples with lower entropy are selected as hcpl-tds,
thereby enhancing the reliability of training.

As discussed in Sec. (1), the limited availability of hcpl-tds
fails to sufficiently represent the target domain’s distribution
or cover its discriminative decision space, hindering cross-
domain alignment. To address this, we integrate conditional
diffusion techniques to infer intrinsic distributions and gen-
erate diverse samples, thereby improving the target domain’s
representation and decision-making capacity, ultimately en-
abling robust and effective cross-domain adaptation.

Forward Diffusion Enabled Robust Cross-Domain
Classifier Training

Given the limited number of hcpl-tds, directly estimating and
sampling from their probability density function is impractical.
To overcome this, we employ conditional diffusion techniques
with label guidance to infer the target domain’s distribution.
Specifically, our approach uses a forward diffusion process
based on the DDPM framework [Ho et al., 2020], where noise
is progressively added to the input data, training both the
denoising model and the classifier. It is worth noting that the
classifier fy(x, (t)) is trained with two levels of consistency
constraints, optimizing the model specifically for DA tasks.
1. Consistency Training With Noised Source and hcpl-
tds Samples: To facilitate target-domain sample generation
through conditional diffusion, our classifier f, learns from for-
ward diffusion classification on hepl-tds. To further enhance
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training, we also incorporate noised source-domain data, im-
posing consistency constraints both across domains (source
vs. target) and across time (multiple noise levels). Specifically,
let x(°) be a clean sample (at time step 0) drawn from the joint
dataset Djoint, Which includes both source-domain data and
hcpl-tds. We then minimize the following objective:

Mitly B0, 1.1 1668, () = s + £, () = wrl2]. (4)

(®)

where x5 ()

and x;~ represent sequentially noised versions

of the source-domain sample xfgo) and hcpl-tds xg(-)), respec-

tively. By exposing the classifier f; to varying noise intensi-
ties (i.e., different time steps ¢) for both domains, this training
process enforces cross-time consistency to improve robust-
ness against noise, and cross-domain consistency to facilitate
domain-invariant feature learning. Consequently, the trained
model achieves improved cross-domain generalization, pro-
viding a solid foundation for robust classifier training and
adaptation to distribution shifts.

2. Consistency Between the Diffusion-Based Classifier and
the DA Classifier: As discussed in Eq.(2), the DA classi-
fier is modified to share the same model parameters ¢ as the
diffusion-based classifier. Specifically, let fy: (x, t) — 4,
where ¢ represents the predicted label (or label distribution)
andt € {0,1,...,T} denotes the diffusion time step. The DA
classifier corresponds to fy4 (x(9,0), which operates on clean
samples x(0) (i.e., t = 0), while the diffusion-based classifier
corresponds to f(b(x(t)7 t) for t > 0, processing noised sam-
ples x(*) obtained from x(?) via the forward diffusion process.
Since both classifiers use the same function fy, they naturally

share label supervision. Specifically, let {(xl(-o), y;)} represent
labeled samples from the joint dataset Djoine. Our training
objective combines losses over both clean (t = 0) and noised
(t > 0) inputs:

ming B, pjin, [||f¢,(x(0)70) - 1U||2] +
DA on clean samples (5)
Ey0) ~Djoine, ttd(1,T) [I1fo (1) — y[|?] .

Diffusion on noised samples

Here, x(®) is the noisy version of x(© and 1y is the same
label supervision applied in both the DA (clean) and diffu-
sion (noised) scenarios. While we do not explicitly impose a
constraint like || f4(x(*), ) — f,(x(?),0)]|?, the shared param-
eterization ¢ inherently promotes temporal continuity (across
different t-values) and mutual reinforcement between the two
tasks. Thus, improvements achieved on noised inputs (t > 0)
transfer to the clean case (t = 0), and vice versa, enabling ro-
bust cross-domain alignment and enhancing overall adaptation
performance.

By jointly optimizing Eq.(4) and Eq.(5), the proposed for-
ward diffusion training ensures robust cross-domain decision
alignment and temporal consistency between the DA and diffu-
sion classifiers, thereby laying a solid foundation for effective
reverse conditional sampling in hcpl-tds generation and en-
hanced adaptation.

Noise Optimized Backward Generation
Building on the trained denoising model and the jointly op-
timized classifier, we adopt a reverse conditional generation
strategy inspired by BeatGAN [Dhariwal and Nichol, 2021]
to enhance hepl-tds quantity and leverage DDIM [Song et al.,
2020a] to reduce reverse diffusion steps. Traditional diffusion
methods sample from a Gaussian prior A'(0, I), assuming an
infinite forward diffusion process (1" — oo), which is imprac-
tical for real-world tasks. Finite diffusion steps (1" < oo) lead
to deviations in the terminal distribution, causing class overlap
in generated hcpl-tds and hindering effective cross-domain
decision-making (see Appendix.I). To address this, we model
class-specific terminal distributions N (g, ), where . and
33, are derived from hcpl-tds under finite forward diffusion.
This noise-optimized approach ensures class-aware, discrimi-
native hepl-tds generation, improving D7 representation and
cross-domain alignment for domain adaptation tasks.
1.Class-Specific Terminal Distributions: For C classes in
D7, we partition the hepl-tds into subsets {Dgp, , 7D§—C )},
where each subset corresponds to samples pseudo-labeled as
class c. Instead of assuming a shared Gaussian distribution
for all classes at t = T', we estimate class-specific terminal

Y = Var[xET)], where

XET) € D%f) represents the noised sample at the final forward
step 1. However, due to uniform noise injection during for-
ward diffusion, 3. tends to be large and similar across classes,
leading to overlapping distributions. To mitigate this, we ap-
ply a regularization strategy that uniformly scales down the
variances as: Y. = % I, where C' is the number of classes.
This adjustment minimizes inter-class overlap, enabling pre-
cise noise optimization and improving the quality of hcpl-tds
generation.

2. Noise Optimized Reverse Sampling: For class-specific
generation, we incorporate class-specific priors (fi., X.) into
the reverse sampling process, refining both the initialization
and backward updates within the DDIM framework. Mathe-
matically, let €y denote the trained noise-prediction network,
and py(y | x*)) represent the classifier’s label distribution
function.

Case 1: Initialization at { = T (Class-Specific Starting
Point) The terminal state of the forward diffusion process at
t = T is modeled as a class-specific Gaussian distribution:

Xt(iT) ~N(pe,Be), st pe = E[XgT)]v Y= % L. (6

Here, p. represents the mean of noised samples for class c,
while the scaled variance >, = % I reduces inter-class overlap
by decreasing variance as the number of classes C' increases.
This adjustment ensures distinct reverse sampling trajectories,
avoiding the overlap that would occur with a uniform variance
(3¢ =I). In practice, the initialization is performed as:

distributions as: p, = E[ng)],

XET) = e+ Ec%z, st.z~N(0,1), ¥, = % I @)

This initialization anchors the reverse sampling process to the

empirical distribution of hepl-tds for each class ¢, ensuring the

reverse trajectory begins within a class-specific region, thereby
enabling class-aware hcpl-tds generation.

Case 2: Reverse Sampling for ¢ < T' (Adapted from DDIM

with Class-Specific Initialization). Unlike standard DDIM,
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which initializes reverse diffusion with x(7) ~ A(0,T), we

begin from a class-specific distribution x£T> ~ N (e, Xe)s
as defined in Eq. (6)—(7). This initialization ensures that the
entire reverse trajectory remains class-aware. At each step
t — t—1, the DDIM-style update is enhanced by incorporating
the classifier gradient to align with target-domain decisions.
Specifically, the classifier-guided noise term is defined as:

E(x0) = eg(xM) 1) — T —@; Vi logpg(y | xP), (8)

where e (x(?), t) predicts the noise component, c; denotes the
diffusion coefficient at time step ¢, and the classifier gradient
term —V ) log py (y | x() steers the samples toward more
discriminative regions.

Backward Update. Starting from ng) att = T, the state at
each subsequent step ¢ > 0 is updated as:

- x( —/T=a; e.(x(V — ~
x0D = TH(E— wlﬁ())Jr T e x?), (9)

(®

where each x.’ recursively depends on the previous state

xgﬂ). Overall, this class-specific initialization and classifier-
guided reverse sampling strategy ensure that the process aligns
with the empirical terminal distribution of each class. This ap-
proach significantly enhances the generation of class-specific
hepl-tds, facilitating improved cross-domain separability and
discriminative adaptation.

3. Merits and Discussion of Noise-Optimized Conditional
Generation:

As detailed in the supplementary material (Appendix.1), we
evaluate three diffusion-based approaches, namely DSM [Vin-
cent, 20111, Consistency Distillation, and Consistency Train-
ing [Song er al., 2023], to validate the effectiveness of noise
optimization for class-aware sample generation. Visualized
reverse sampling trajectories demonstrate that incorporating
class-specific terminal distributions A(ys., & I) under finite
forward diffusion steps facilitates decision-boundary-aware
hepl-tds generation. Although constraining terminal noise may
slightly limit generative diversity, it aligns with the fundamen-
tal objective of DA: optimizing cross-domain decision-making.
To sum up, by resolving the inherent conflict between finite
diffusion steps and unified noise distributions, the proposed
noise-optimized strategy prioritizes classification-driven ob-
jectives, thereby enhancing cross-domain alignment and im-
proving DA performance.

NOCDDA Motivated Domain Adaptation:

In summary, the proposed NOCDDA strategy is specifically
tailored for DA, integrating robust cross-domain classifier op-
timization in the forward diffusion process with class-aware
hepl-tds generation in the reverse sampling process. By
coupling conditional diffusion with DA models, NOCDDA
achieves synergistic optimization, effectively enhancing cross-
domain decision boundary alignment.

4 Experiments

The experimental section covers Dataset Description, Experi-
mental Setup, 31 Baseline Methods, Experimental Results and
Discussion, and includes an Ablation Study to further discuss
the individual contributions of the proposed method’s design.

4.1 Dateset Description

Image datasets: Digits: We evaluate domain adaptation on
three digit datasets: MNIST (M) with 60,000 training and
10,000 test samples, USPS (U) with 7,291 training and 2,007
test samples, and SVHN (S) with over 600,000 labeled street
view digits. Office-31: This benchmark dataset includes over
4,000 images across three domains: Amazon (A), Webcam
(W), and Dslr (D), used to evaluate six transfer tasks such as A
— Wand W — D. ImageCLEF-DA: This dataset contains 12
shared classes from Caltech-256 (C), ImageNet ILSVRC 2012
(D), and Pascal VOC 2012 (P), covering six cross-domain tasks
like C — I and I — P. Time-series datasets: CWRU: The
Case Western Reserve University (CWRU) dataset includes
vibration data across four operating speeds (domains A, B,
C, D) and 10 health states, enabling 12 cross-domain tasks.
SEU: The Southeast University (SEU) dataset includes bearing
and gear data under two working conditions (tasks A and B)
with imbalanced fault sampling, providing a challenging DA
benchmark. Detailed dataset descriptions are available in
Appendix.2 of the supplementary material.

4.2 Experimental Setup

Experiments were conducted on several datasets, including
Digits, Office-31, ImageCLEF-DA, CWRU, and SEU, using
the PyTorch framework and an Nvidia 4090 GPU. For the Dig-
its dataset, the diffusion model was trained with 1000 diffusion
steps using DDIM sampling (200-step schedule with 5-step
jumps), a batch size of 36, a learning rate of 0.02, and momen-
tum of 0.5 for 100 epochs. For the Office-31 and ImageCLEF-
DA datasets, DDIM sampling was optimized with 50 steps
(20-step jumps), generating 100 images per class, with learn-
ing rates of 0.001 (for Office-31) or 0.0003 (depending on
the domain pair). For CWRU and SEU, DDIM with 10 steps
(100-step jumps) was used, generating 50 samples per class,
with a batch size of 64, a learning rate of 0.03, and 50 epochs
for CWRU and 30 for SEU. The model employed a U-Net
architecture (1D for CWRU and SEU, 2D for Office-31 and
ImageCLEF-DA), incorporating encoder-decoder structures,
skip connections, attention layers, and residual blocks. For
detailed settings, please refer to Appendix.3 in the supplemen-
tary material. Model performance was evaluated on the target
domain test set D7 using accuracy, as defined in Eq. (10),
a widely-used metric in prior research [Long et al., 2018b;
Li et al., 2024].

[z € Dy A j(x) = y(@)|

Accuracy =
‘Q? S DT|

) (10)

where §j(x) is the predicted label, and y(x) is the ground
truth label for test data x.

4.3 Baseline Methods

The developed NOCDDA method was evaluated against 31 es-
tablished DA techniques, including DOLL [Luo et al., 2024b],
TLSR [Luo et al., 2024al, MCADA [Chen et al., 2023],
CaCo [Huang et al., 2022], SUDA [Zhang et al., 2022],
SATLN [Qin et al., 2023], PfFAReLU [Chen et al., 20241,
ATM [Li et al., 2020], TPN [Pan et al., 2019], BSP [Chen
et al., 2019], CAT [Deng et al., 2019], MSTN [Xie er al.,



Preprint — [JCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.

2018], MCD [Saito et al., 2018], MADA [Pei et al., 2018],
GTA [Sankaranarayanan et al., 2018], CDAN [Long er al.,
2018b], CyCADA [Hoffman et al., 2018], UNIT, ADDA,
JAN, DRCN, CoGAN, DANN, DAN, DDC, D-CORAL,
RTN, MK-MMD, JMMD, as well as baseline models such as
ResNet and CNN. For full references of the compared models,
please refer to Appendix.4 of the supplementary material. Per-
formance metrics for these methods were obtained from their
original publications or subsequent analyses [Luo et al., 2024b;
Chen et al., 2024], reflecting their reported best results.

4.4 Experimental Results and Discussion

Digits: Table.1 shows the DA results on the digit datasets, with
the best results highlighted in red. Among existing methods,
ATM [Li et al., 2020], which builds on CDAN, achieves a
second-best accuracy of 97.1% by improving domain separa-
tion. In comparison, NOCDDA achieves the highest accuracy
of 99.3% by coupling the forward diffusion process with DA
decision-making, ensuring robust cross-domain consistency.
The reverse generation process further enhances the target
domain’s statistical representation through optimized noise
sampling. Office-31: Table.2 compares popular DA methods
on the Office-31 dataset, which includes 31 office-related cate-
gories. Using ResNet as a baseline, methods like ADDA align
features through adversarial learning, while MADA refines
decision boundaries with multiple discriminators. In contrast,
NOCDDA optimizes cross-domain representations through
dual-classifier consistency and noise-optimized reverse genera-
tion, achieving the highest average accuracy of 89.4%. Exper-
imental results and detailed discussions for ImageCLEF-DA
and cross-domain time-series datasets SEU and CWRU are
provided in Appendix.5, 6 & 7, respectively.

Method | DAN _DRCN _CDAN _ADDA DOLL MCD CAT TPN BSP_GIA CyCADA UNIT MSIN ATM _NOCDDA
M—U | 803 018 956 894 072 042 906 021 933 028 95.6 960 929 961 992
USM | 778 737 980 9001 869 941 809 041 945 908 96.5 930 - 99.0 99.7
SOM | 735 820 892 760 8§78 962 081 030 914 024 504 905 917 961 989

Average | 772 825 943 852 906 948 899 031 931 920 912 932 - 971 993

Table 1: Classification Accuracy (%) on Digits Datasets.

4.5 Ablation Study

Although the NOCDDA method achieves state-of-the-art per-
formance across 29 DA tasks in 5 datasets, outperforming
31 existing methods, its success hinges on three key com-
ponents: hcpl-tds selection, classifier unification-enhanced
forward training, and noise-optimized reverse generation. To
evaluate the contributions of each component, an ablation
study was conducted on the SVHN-to-MNIST DA task. As
shown in Table. 3, the vertical axis, ‘X% TDS’, represents
the proportion of high-confidence, low-entropy target domain
samples, while the horizontal axis indicates the number of
generated samples (e.g., G6000 corresponds to 6000 samples
generated using the diffusion model). The G6000+CU model
integrates classifier unification in the forward diffusion phase,
while NOCDDA includes noise optimization during reverse
sampling. Key observations include: 1. Full TDS Utilization
(T'DS = 100%): Utilizing all target domain samples achieves
a baseline accuracy of 93.1%, demonstrating the importance
of TDS for effective D modeling. However, doubling the
sample size from T'D.S = 50% to T DS = 100% yields only
a marginal 0.4% improvement, revealing the limited contribu-
tion of low-confidence samples. This underscores the critical

role of hcpl-tds in enhancing discriminative DA by prioritizing
high-confidence target samples for cross-domain alignment.
2. Impact of Generated Samples: At TD.S = 10%, generat-
ing 6000 additional samples (Ggoo0) boosts baseline accuracy
by +13.7% (from 78.7% to 92.4%), demonstrating the impor-
tance of hcpl-tds generation in enhancing data representation
for discriminative DA. 3. Joint Optimization (G0 + CU):
Incorporating classifier unification (C'U) into the forward dif-
fusion training further improves performance. For example,
at TDS = 50%, accuracy increases from 97.2% (Ggooo) to
98.4% (Ggooo + CU), validating the efficacy of coupling DA
classification with the generative model’s conditional diffu-
sion. 4. Noise Optimization: NOCDDA achieves the high-
est accuracy of 99.1% at TDS = 50%, demonstrating that
noise-optimized sampling (N (p., X.)) effectively enhances
class-specific hepl-tds generation. This further refines cross-
domain decision-making and underscores the importance of
noise optimization in DA tasks.

Method A—-W D—-W W=D A—-D D—A WA Average
ResNet-50 68.4 96.7 99.3 68.9 62.5 60.7 76.1
DAN 80.5 97.1 99.6 78.6 63.6 62.8 80.4
RTN 84.5 96.8 99.4 71.5 66.2 64.8 81.6
DANN 82.0 96.9 99.1 79.7 68.2 67.4 82.2
ADDA 86.2 96.2 98.4 71.8 69.5 68.9 82.9
JAN 85.4 97.4 99.8 84.7 68.6 70.0 84.3
GTA 89.5 97.9 99.8 87.7 72.8 71.4 86.5
CDAN 94.1 98.6 100.0 929 71.0 69.3 87.1
DDC 75.8 95.0 98.2 715 67.4 64.0 79.7
D-CORAL | 77.7 97.6 99.7 81.1 64.6 64.0 80.8
MADA 90.0 97.4 99.6 87.8 70.3 66.4 85.3
SWD 90.4 98.7 100.0 94.7 70.3 70.5 87.4
CaCo 89.7 98.4 100.0 917 73.1 72.8 87.6
SUDA 90.8 98.7 100.0  91.2 722 714 87.4
NOCDDA 95.1 99.3 100.0 943 74.5 72.9 89.4

Table 2: Accuracy (%) on Office-31 Dataset

TDS Ratio | S—M | G 2000 | G 6000 | G 6000 + CU | NOCDDA
10% TDS 78.7 83.1 924 933 95.0
25% TDS 89.6 93.9 96.3 97.6 98.9
50% TDS 92.7 94.0 97.2 98.4 99.1
100% TDS | 93.1 94.1 94.2 94.9 95.1

Table 3: Ablation Study on Digital Image Datasets

5 Conclusion

In this research, we propose Noise Optimized Conditional Dif-
fusion for Domain Adaptation (NOCDDA), a novel approach
to enhancing cross-domain functional learning. Unlike tra-
ditional diffusion-based DA methods, NOCDDA seamlessly
integrates DA decision-making with the generative process of
conditional diffusion, fostering mutual reinforcement between
the two tasks. During the forward diffusion phase, the clas-
sifier is unified with the DA decision-maker, enabling robust
cross-domain decision training. In the reverse sampling phase,
noise optimization ensures the generation of class-specific
hcpl-tds, enhancing discriminative performance. Experimen-
tal results on five benchmark datasets, along with comparisons
against 31 state-of-the-art methods, validate the effectiveness
and competitiveness of NOCDDA in DA tasks.
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