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Abstract

Fine-tuning large language models (LLMs) is diffi-
cult due to their huge model size. Recent Fourier
domain-based methods show potential for reduc-
ing fine-tuning costs. We propose a block circu-
lant matrix-based fine-tuning method with a stable
training heuristic to leverage the properties of cir-
culant matrices and one-dimensional Fourier trans-
forms to reduce storage and computation costs.
Experiments show that our method uses 14x less
number of parameters than VeRA, 16x smaller
than LoRA and 32x less FLOPs than FourierFT,
while maintaining close or better task performance.
Our approach presents a promising way in fre-
quency domain to fine-tune large models on down-
stream tasks.

1 Introduction

Large language models (LLMs) have been applied to serve
as foundation models for many applications [Cheng er al.,
2024] because of their outstanding performance in various
tasks. Different from many traditional deep learning appli-
cations, these models are trained in an unsupervised fashion
on large scale of data. The huge data volume also indirectly
forces LLMs to perform unsupervised training, since collect-
ing human labels can be expensive and slow. Starting from
the classical BERT model [Devlin et al., 2019], LLMs de-
velops into GPT model [Brown et al., 2020], which inspires
many modern LLMs like the LLaMA model [Touvron et al.,
2023].

Given a well trained LLM, it is not directly applicable to
downstream tasks. As a task is often highly customized (e.g.,
write a story based on some keywords), there is some need
to further fine-tune the model to better fit the application. In
general, there are three ways to fine-tune a LLM, i.e., full
fine-tuning, partially fine-tuning and prompt tuning. Full fine-
tuning means training all parameters of the LLM on down-
stream task data, but it can be challenging due to the huge
computation resource cost. Partially fine-tuning is training
a small part of parameters, which takes much less memory,
computation time, and power consumption. Prompt tuning is
to add more description (e.g., some task examples) in input so
that LLM can learn during inference time. Such capability is

also called in context learning. However, prompt tuning can
be difficult as it is unclear how LLLM understands the prompt.
For example, changing the task examples amount or order can
significantly affect the model performance [Lu et al., 2022].
Given the high cost of full fine-tuning and unknown mech-
anism underlying prompt tuning, this paper studies efficient
methods to partially fine-tune LLMs.

It should be noted that partially finetuning method is also
called parameter-efficient fine-tuning (PEFT) method in the
literature. Many PEFT methods tend to freeze LLM parame-
ters and train on added and task dependent parameters, which
are called adapters [Houlsby er al., 2019]. For example, low
rank adapter (LoRA) by [Hu et al., 2021a] factorizes weight
matrices into trainable low rank components. Ladder side
tuning (LST) method [Sung er al., 2022] inserts flexible and
parameterized modules that help reduce memory consump-
tion. The state-of-the-art Fourier domain based fine-tuning
(FourierFT) by [Gao er al., 2024] utilizes highly sparse pa-
rameter matrix in Fourier domain to construct weight matrix.

Adapters can be categorized into mergeable and non-
mergable adapters. Mergeable adapters can be merged into
the LLM after training, since their parameters are in the same
shape as LLM parameters. The merging process is often an
summation operation that adds up original LLM parameters
and adapter parameters, e.g., like the LoRA method. As a
result, these adapters do not incur extra inference cost after
training. Other adapters like LST method does not have this
advantage. Instead, without the parameter shape restriction,
they are more flexible in the adapter architecture design.

In this paper, we focus on the adapter design that can be
merged into LLM after training. Given the recent success of
Fourier domain based method, the result of significantly small
number of training parameters is promising. We notice that
the FourierFT method uses 2D FFT operations which can be
very expensive in terms of computation cost. In contrast, pre-
vious success of circulant structure in deep learning [Cheng
et al., 2015] with 1D FFT operation seems to be able to fur-
ther reduce the computation cost of Fourier domain based
fine-tuning method. However, we find that circulant structure
based training method can diverge in LLMs. Through theo-
retical analysis and empirical experiments, we propose block
circulant matrix based adapter with a special training heuris-
tic to help model converge in practice. Overall, the contribu-
tion of this paper can be summarized as follow:
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We propose the Block Circulant Adapter (BCA), a novel
and efficient parameter-efficient fine-tuning approach for
fine-tuning LLMs. BCA leverages the structure of block cir-
culant matrices and FFT operations to significantly reduce
both storage consumption and computation complexity. This
approach not only ensures stable and convergent training by
mitigating the gradient explosion risk associated with block
circulant matrix-based linear layers but also achieves a ”win-
win” scenario in terms of efficiency and scalability for LLMs.

We are the first to theoretically analyze and demonstrate
that the gradient explosion risk associated with block circu-
lant matrix-based linear layers can be effectively mitigated
by a heuristic of learning rate adjustment, ensuring stable and
convergent training processes for BCA, which is crucial for
practical application of LLM adapters.

Extensive experiments on standard NLP tasks and datasets
substantiate the effectiveness of our BCA method. We
demonstrate that BCA not only matches the performance
of prior works like LoRA and FourierFT but also achieves
this with substantially lower computational costs and storage
costs, highlighting the advantages of our approach for LLM
fine-tuning.

2 Related Work

In the domain of LLLMs, the evolution of Parameter-Efficient
Fine-Tuning methods has marked a significant shift towards
enhancing model performance without the computational
burden of full-parameter tuning. Besides the capability of
mergeable or not into LLMs, PEFT methods are also clas-
sified into additive, selective, reparameterized, and hybrid
fine-tuning approaches in the literature [Xu et al., 2023].
Additive fine-tuning methods, such as adapters [Houlsby et
al., 2019] and soft prompts [Wang er al., 2023], introduce
additional trainable parameters into the model architecture,
allowing for efficient task-specific tuning without modify-
ing the pre-trained parameters. Selective fine-tuning meth-
ods focus on updating a subset of the model’s parameters,
thereby reducing the computational overhead [Perifanis et al.,
2024]. Reparameterized fine-tuning methods, such as low-
rank adapter [Hu ef al., 2021a] and its derivatives [Dettmers
et al., 2024], involve constructing a low-dimensional repa-
rameterization of the original model parameters for training,
which is then transformed back to maintain inference speed.
Hybrid fine-tuning methods [Zhou et al., 2024a] combine the
advantages of different PEFT approaches to build a unified
model that balances efficiency and performance.

In parallel, the exploration of the Fourier domain for fine-
tuning LLMs has opened new avenues, especially with stud-
ies indicating that LLMs leverage Fourier domain features
in certain tasks [Zhou et al., 2024b]. For example, Fouri-
erFT by [Gao er al., 2024] significantly reduces the number
of trainable parameters while maintaining or even improv-
ing performance across various tasks. Existing Fourier-based
tuning methods, have not yet resolved the issue of memory
consumption due to the necessity of weight matrix genera-
tion through 2D Fast Fourier Transform. This limitation has
spurred the need for a more efficient method that can leverage
the Fourier domain without incurring excessive memory and

computation costs.

However, Fourier domain based training method can be
traced back to compressing computer vision models [Cheng
et al., 2015; Ding et al., 2017]. The circulant structure
is utilized due to its connection to FFT operation. It is
found that circulant structure falls into the family of low
displacemnt rank matrix which is proven applicable in deep
learning [Zhao et al., 2017]. These methods are further gener-
alized into displacement rank learning [Thomas et al., 2018;
Zhao et al., 2017] of structure matrices. Later, it gradually
develops into the design of structure matrices to enable pow-
erful feature representations [Dao et al., 2022].

3 Preliminary

In this section, we briefly introduce the concept of circulant
matrix and block circulant matrix. The related matrix vector
multiplication algorithm is also shown via using fast fourier
transform (FFT) algorithm. It should be noted that the corre-
sponding back-propagation [LeCun erf al., 1988] formulation
is skipped in this paper, since auto-differentiation [Paszke et
al., 2017] has been widely adopted in modern deep learning
frameworks.

3.1 Circulant Matrix

Given a vector ¢ = {¢; ?:_01 € R™*1 the circulant matrix

cire(c) € R™™ can be determined by:

Co Ch—1 ... C1
. c
cire(c) = ! (1)
Cn—1
Cn—1 PN C1 Co

For matrix vector multiplication, there exist a fast multiplica-
tion algorithm [Oppenheim, 1999] for circulant matrix utiliz-
ing fast fourier transform:

cire(c)x = IFFT(FFT(c) o FFT(x)), ()

where x € R™*! is an input vector, IFFT is the inverse fast
frourier transform, and o is the element-wise product, respec-
tively. In addition, circulant matrix can also be written as a
matrix polynomial:

0 0 0 1
1 0 0

P= ,
0 3)
: . 0
0O ... 0 1 0

circ(c) = cgl + ;P + -4 ¢, P71
where P € R™*™ is a cyclic permutation matrix.

3.2 Block Circulant Matrix

A block circulant matrix is a block matrix with each block be-
ing a circulant matrix. For the simplicity of implementation,
the block circulant matrix in deep learning community is of-
ten an equally partitioned matrix [Ding et al., 2017]. More
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Figure 1: Tllustration of block circulant adapter. h is the output from pre-trained weight matrix W. Ah is the output from fine-tuned weight
change matrix AW which in this case is the block circulant matrix B. The summation of h and Ah form the output of the fine-tuned model.
After training, the block circulant matrix can be directly added to pre-trained weight matrix such that no extra inference cost is incurred.

specifically, let B € R™*™ be a block circulant matrix with
partition size p such that n/p = ¢. Then, each row and each
column contain g submatrices in shape p x p that is denoted by
B, ;, where 7 and j are integers from 0 to ¢ — 1, respectively.
According to Eq. (1), assume that each submatrix B; ; is de-
fined by the corresponding vector ¢; ; € RP*!. Similarly, let
vector x be partitioned into g subvectors with each subvector
x; € RP>*1. Denote the matrix vector multiplication result by
column vector h € R™*1. Apply the same partition into h
such that h; € RP*!, The block matrix vector multiplication
can be then written as:

h=Bx={h; }l 0>
-1
B, x;

Q

h;

Q.
[
= O

“

IFFT(FFT(c; ;) o FFT(x;))
0

j
qg—1

= IFFT() FFT(c; ;) o FFT(x;)),
=0

where the IFFT computation is combined into single compu-
tation for each h; [Liao and Yuan, 2019].

It should be noted that block circulant matrix is a more flex-
ible and general representation of circulant structure. When
p = n, there is only one block, and block circulant matrix is
a single circulant matrix. When p = 1, block circulant matrix
becomes a general dense matrix. Therefore, block circulant
matrix connects circulant with dense matrix by adjusting the
partition size p.

4 Method

There are many explorations of applying circulant struc-
ture to deep learning model [Cheng et al., 2015; Moczul-
ski et al., 2016; Ding et al., 2017; Thomas et al., 2018;
Liao and Yuan, 2019]. In practice, it is found that training
block circulant structure can occasionally diverge, especially

when p or n becomes large. To the best of our knowledge, we
for the first time show the reason why circulant structure can
diverge sometimes with the first order derivative based opti-
mizing approaches, which are widely adopted in the commu-
nity.

In this section, we start with theoretical proof of the gra-
dient explosion risk of block circulant matrix. Next, we sim-
ulate training block circulant matrix on a single layer neural
network. It can be empirically observed that block circulant
matrix results in much larger gradients than dense matrix.
Last, we provide a simple but effective solution to ensure a
stable training process for learning block circulant matrix.

4.1 Derivative of Circulant Structure

Modern deep learning model optimization methods mainly
focus on the first order derivative. It can be proved that the
first order derivative of block circulant matrix can explode
in the sense that the corresponding gradient value is propor-
tional to p. However, different from the gradient explosion
effect like in recurrent neural network [Bengio ef al., 1994],
the large gradient of block circulant matrix does not affect the
back-propagation process for updating other neural network
layers.

Proposition 1. Given a vector ¢ € R"*! and an input vector
x € R let h = circ(c)x and f(h) : R — R be a
differentiable function. The first order derivative of ¢ has a
bounded bilinear form.

Proof. According to Eq. (3), it can be noticed that the Jaco-
bian matrix J for the linear mapping from c to h has the form

[I,P,...,P" 1]x. Next, we apply chain rule to calculate the
first order derivative as following:
Vi(e)=Vf(h)"J
=VfmTLP,...,. P )x
Vf(c:) = Vf(h) Pix (&)
<|IVF)]| x [[Px]]
< IV < JIx]],
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Figure 2: Gradient of single layer neural network with n = 1024 for dense matrix and p € {128, 256,512, 1024} for block circulant matrix.
Dense matrix can be seen as a special case of block circulant matrix with block size p = 1. When p = n, the block circulant matrix becomes
a circulant matrix. MSE curve shows all simulated training processes converge. Gradient mean value curve demonstrates that gradient of

block circulant matrix is proportional to block size setting p.

where || - || is a norm function. It can be seen that V f(c;)
a bounded bilinear mapping from V f(h) x x to c;.

Oz

Proposition 2. Given a general matrix A € R"*", let g
Ax. For the same differentiable function f, min{V f(c)}
n x min{V f(A)}.

Proof. Note that the derivative of g and h are independent of
A and c, thereby V f(g) = Vf(h). Then, we can compute
the derivative of A by:
Vi(A) =V [h)xT,
Vf(Aj:) =V [f(h)x;.
In the case of circulant vector based weight parameters, we
have the result:

>

(6)

n—1
Vf(c)) =Vfh)I Pix = Z Vf(hj)x;_;, 7

=0

where for 7 — ¢ < 0, it refers to the index of j — ¢ + n.
Therefore, it can be seen that:

min{Vf(c)} = min{V f(c))}

n—1
= ml_in{z Vf(hj)x;—i}
=0

= min{n x {min V£ (h;)x;i}} (®)
> n x min{min{V f(h;)x;_;}}
i
>n x miin{mjin{min Vf(A)}}
>n x min{Vf(A)}.
O

Proposition 3. Given a block circulant matrix B, for
any submatrix B; ;, the corresponding vector c; ; satisfies

min{V f(c;;)} > p x min{Vf(A)}.

Proof. According to Eq. (4), we can calculate derivative:

Vf(ci,j) = vf(hi)T[Ia Qa caiey Qpil]xja (9)

where Q is in the similar form as P but in shape p x p. Thus,
for each circulant submatrix, it follows from the aforemen-
tioned result of circulant matrix derivative:

min{V f(c;;)} > p x min{V f(A)}. (10)

O

Corollary 1. Compared with gradients of dense matrix based
linear layer; circulant matrix based linear layer gradient ex-
plodes by n, and block circulant matrix based linear layer
explodes by p.

4.2 Single Layer Neural Network Simulation

Besides theoretical proof, we empirically simulate the gra-
dient exploding phenomenon of circulant structure by train-
ing on a single linear layer neural network. Given a random
matrix W € R" ", lety = Wx + ¢ with ¢ ~ N(0,1I).
The training data (x,y) can be randomly generated on-the-
fly. For dense matrix based linear layer, we train W with
prediction y = Wx by minimizing the mean square error
(MSE) between y and y:

MSE(y,y) = [ly - yI*.

For block circulant matrix based linear layer, we train B ac-
cording to Eq. (4), where there are ¢ X ¢ submatrices that are
circulant matrices.

In practice, we set batch size 32, training iteration 10000
and learning rate 0.1 for Adadelta optimizer [Zeiler, 2012].
For both dense matrix and block circulant matrix based lin-
ear layer, MSE and gradient mean values are reported and
compared in Fig. 2. It can be seen that both dense matrix
and block circulant matrix based linear layers converge. But
block circulant matrix based linear layer training ends with

(1)
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smaller and better MSE. Such result may be caused by the
circulant structure that may work as regularization.

As shown in Fig. 2, the gradient curve of block circulant
matrix starts with large gradient values and decreases along
with the increase of training iterations. This is caused by the
convergence of learning block circulant matrix. It can also
be noticed that gradients of different block circulant matrices
are linearly proportional to block size settings. The larger
block size results in larger gradient value, and corresponding
gradient is around p times larger than dense matrix. When
p = 1024, the block circulant matrix results in a single block,
and it becomes a circulant matrix that has the largest gradient
value.

4.3 Learning Heuristic

We propose using block circulant matrix based linear layer as
adapter for fine-tuning large language models. More specif-
ically, for a large weight matrix W, the adapter learns the
weight change matrix AW by letting B = AW. Given in-
put x, the forward process now becomes:

h+ Ah = Wx + AWx = Wx + Bx. (12)

In this way, the storage complexity is linear, as block circu-
lant matrix can be constructed from corresponding vectors.
The computation complexity is loglinear, since block circu-
lant matrix vector multipliation can be executed using FFT
operations which has loglinear computation complexity. Fig.
1 visualizes the forward process. It can be seen that all com-
putations are performed on vectors, thereby effectively re-
ducing the training complexity especially compared with full
fine-tuing on AW.

Besides, according to our theoretical proof and empircal
observation, the gradient explosion risk of block circulant
matrix can cause model to diverge occasionally. To achieve a
stable training process, we propose to factor down the learn-
ing rate a by block size p:

o+ afp. (13)

This heuristic solution aims at updating weight parameters of
each c; ; inside B with gradient values as large as in general
dense matrix. In this way, at each training step, the updated
block circulant matrix does not change significantly, thereby
resulting in less output change for next iteration. It turns out
that this solution can effectively ensure a successful training
of the block circulant adapter.

5 Experiments

The proposed block circulant adapter is evaluated by fine-
tuning large language models on natural language process-
ing tasks. To verify the effectiveness of our method, we
analyze the downstream task performance, fine-tuning com-
plexity and model convergence. The complexity analysis
presents storage and computation complexity of the experi-
mental model. The convergence analysis confirms the effec-
tiveness of our proposed solution as expressed in Eq. (13).
Models and Datasets. We fine-tune both the RoBERTa
model [Liu et al., 2019] and the LLaMA2-7B model [Tou-
vron et al., 2023], which are the most frequently selected
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Figure 3: Training loss curve of the RoBERTa-large model on the
MRPC dataset with our block circulant adapter. The learning rate
0.06 is the setting for training the FourierFT adapter that is also a
Fourier domain based method like ours. It can be seen that without
applying our heuristic (Eq.13), the model training diverges. How-
ever, after using the heuristic, the model successfully converges.

models for fine-tuning adapters. RoBERTa model has two
different versions: RoBERTa-base with hidden dimension
n = 768 and RoBERTa-large with n = 1024.

For RoBERTa models, we evaluate on the GLUE bench-
mark dataset, a standard multi-task dataset proposed by
[Wang er al., 2018] for natural language understanding. Fol-
lowing [Gao et al.,, 2024], we run experiments on Cor-
pus of Linguistic Acceptability (CoLA) by [Warstadt et al.,
2019], Stanford Sentiment Treebank (SST-2) by [Socher et
al., 2013], Microsoft Research Paraphrase Corpus (MRPC)
by [Dolan and Brockett, 2005], Semantic Textual Similarity
Benchmark (STS-B) by [Cer et al., 2017], Question Natural
Language Inference (QNLI) by [Rajpurkar, 2016], and Rec-
ognizing Textual Entailment (RTE) by [Dagan et al., 2005].

For the LLaMA2-7B model, we train on a cleaned version
of Alpaca [Rohan Taori and Hashimoto, 2023] and evalu-
ate on MT-Bench [Zheng et al., 2023], which contains 51K
instruction-response pairs for instruction tuning. The cleaned
version addresses issues like hallucinations, merged instruc-
tions, and empty outputs. We also evaluate on the GSMSK
dataset [Cobbe et al., 2021], a high-quality dataset with 8.5K
grad school math word problems.

Baselines. We compare our proposed adapter with differ-
ent adapters. The classical full fine-tuning (FF) adapter up-
dates all parameters within the model. Low rank adaption
(LoRA) by [Hu er al., 2021b] is a well-known fine-tuning
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Method SST-2 MRPC CoLA QNLI RTE STS-B Avg.

FF 94.8 90.2 63.6 92.8 8.7 91.2 85.2

. LoRA 95.1402  89.7107 634112 933103 784105  91.5102 85.2
»vn  VeRA 94.640.1 89.540.5 65.840.8 91.840.2 78.7+0.7 90.7+0.2 85.2
Eg FourierFT 94.2:&043 900:&0,8 63.8:&146 92.2:&041 79.1:&045 90.8:&042 85.0
Oursp:256 94.7:(:0‘5 89.5:‘:0‘7 62.1:&0‘6 91.8:&0‘2 80.1:&1‘4 90.8;{:041 84.8
Oursp:768 93.8;&0_1 890:&0.6 644:&1.6 92.0;&0_2 79.8;&0_9 90.3;&0_3 84.9

96.4 90.9 68.0 94.7 86.6 92.4 88.2

m  LoRA 96.2105 902410 682119 948403 852411 92.310.5 87.8
Q  VeRA 96.1.01 909107 680105 94419> 85.9i07 91.7i0s 878
< FourierFT 96.0;&0‘2 90.9:&043 67.1:&1‘4 94.4:&044 87.4:&146 91.9:&044 88.0
= Ourspesiz | 96003 907410 678110 941i0q  881i1n 917403  88.1
Oursp:1024 95.8;&0_2 89.7;&0_7 66.7i0_8 94.2;&0_1 85.6:&1'2 91.4:&0'4 87.2

Table 1: Fine-tuning RoBERTa base and large model on GLUE. Larger metric value means better model performance.

method for large language models. It applies low rank factor-
ization to weight change matrix and has been successfully
used in various applications. Vector-based random matrix
adaptation (VeRA) by [Kopiczko er al., 2024] uses a pair of
low-rank matrices shared among all layers and learns a small
scaling vector. LaMDA++ by [Azizi et al., 2024] freezes
the first projection matrix (PMA) in the adaptation path and
the second projection matrix (PMB) in the early fine-tuning
stage, while introducing a low-dimensional trainable square
matrix. FourierFT [Gao et al., 2024] is the state-of-the-art
fine-tuning method that trains with parameters in fourier do-
main. Similarly, our method can also be seen as a fourier do-
main based method since FFT in Eq. (2) directly transforms
parameters to fourier domain. However, FourierFT uses 2D
FFT computation rather than 1D FFT as in our method.

Implementations. Our block circulant adapter is imple-
mented using the PyTorch framework [Paszke et al., 2019].
The partition size p is set as large as possible to achieve
the smallest storage and computation cost. Thus, p is set
as 768 and 256 for RoBERTa-base model, 1024 and 512 for
RoBERTa-large model, 1024, 512, 256 and 128 for LLaMA2-
7b model. Following [Gao et al., 2024], we apply block circu-
lant fine-tuning on query and value weight matrices inside the
attention layer of two RoBERTa models and the LLaMA2-
7B model fine-tuned on the alpaca dataset. Following [Azizi
et al., 2024], we fine-tune on the MHSA and FFN layers of
LLaMA2-7B model on the GSM8K dataset. The classifica-
tion head is fully fine-tuned.

Metrics. Note that different datasets have different per-
formance metrics. Matthew correlation coefficient (MCC) is
report for CoLA, Pearson correlation coefficient (PCC) is re-
ported for STS-B, and accuracy (Acc.) is reported for all re-
maining tasks. We evaluate the fine-tuned model on the Al-
paca dataset using MT-Bench [Zheng et al., 2023], with GPT-
4 [gpt, 2023] subsequently assigning scores to the model’s re-
sponses for 80 multi-turn questions on a scale of 10. Follow-
ing [Gao et al., 2024], we perform 5 runs on each dataset with
different random seeds and report the median metric value
with standard deviation. Overall, larger task metric value
means better model performance. For complexity analysis of
all methods, we compute related number of trainable parame-
ters and floating point operations (FLOPs). Smaller complex-
ity value means better model performance. Letters K, M, G
in experimental results indicate data volume units, and they
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(b) Adapter complexity on RoBERTa-large model.

Figure 4: Complexity comparison of different adapters. The larger
partition size p results in smaller storage and computation complex-
ity of our block circulant adaper. FF method is not presented due to
its high cost in both parameters and FLOPs. Our proposed block cir-
culant adapters can balance between parameter amount and FLOPs.

stand for kilo, mega and giga, respectively.

5.1 Convergence Analysis

Given that our weight parameters are injective to its frequency
domain representation, both FourierFT and our approach can
be seen as Fourier domain based fine-tuning methods. We
adopt the same learning rate setting for fine-tuning on GLUE
dataset. Divergence of fine-tuning block circulant adapter on
GLUE dataset can be observed on some tasks without apply-
ing our proposed heuristic Eq. (13). Such phenomenon can
be caused by a bad initialization due to poorly chosen ran-
dom seeds or the large gradients of block circulant matrix as
proved in this paper. Bad initialization is an universally ap-
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plicable hypothesis, which is also orthogonal to our proposal.
However, according to our theoretical proof and empirical ob-
servation, we argue that our proposed heuristic can effectively
ensure a stable training process.

Fig. 3 shows an example of training loss curve comparison
between with and without applying our proposed heuristic. It
can be seen that when p = 1024 and p = 512, the training
loss curve does not converge with learning rate 0.06 which
is used for training FourierFT adapter. After adopting the
proposed heuristic, it converges successfully.

5.2 Fine-tuning Performance

Table 1 presents fine-tuned RoBERTa base and large mod-
els performance on GLUE dataset. In terms of RoBERTa
base model, while p = 256 results in more training param-
eters than p = 768, our method with p = 256 is slightly
worse than our method with p = 768 on average. This is
mainly caused by the result on CoLA datasets, where over-
parameterization seems not improving model performance.
For rest datasets, p = 256 achieves close or better perfor-
mance than p = 768. For RoBERTa large model, our method
with partition size p = 512 achieves the best average perfor-
mance. From p = 1024 to p = 512, our model performance
improves significantly on average. Note that partition size
p = 1024 is the maximum configurable partition size, since
n = 1024 for RoBERTa-large model. This shows even when
p = 1024 our method results in the smallest block circulant
adapter, it still achieves competitive performance compared
with other approaches.

Table 2 shows the performance of the fine-tuned LLaMA2-
7b model on the Alpaca and GSM8K datasets. It can be
noticed that increasing partition size results in decreasing
parameter amount and FLOPs. However, the task score
or accuracy does not always decrease with larger partition
size. This may be caused by the over-parameterization of the
large LLaMA model or the strong structure of the proposed
method that may serve as a regularization. Compared with
other adapters, our method can balance between parameters
amount and FLOPs.

5.3 Complexity Analysis

Our block circulant adapter has linear storage complexity be-
cause of the circulant structure. More specifically, the storage
complexity is O(n?/p). Thus, larger partition size p results
in smaller number of parameters for fine-tuning. Our com-
putation complexity is loglinear with the FFT operations for
fast matrix vector multiplication, i.e., O(”Tf logp). When p is
close to n, then the computation complexity becomes close to
O(nlogn). In particular, when p = n, it is a single circulant
matrix with exactly O(n logn) computation complexity.
Figure 4 visualizes the complexity comparison between
different adapters. LoRA has large storage complexity but
small computation complexity due to its low rank structure
design. The storage complexity of VeRA is O(n + r), and
the computational complexity is O(nr). However, in practice
VeRA method can take large r to achieve good performance.
FourierFT has small storage complexity but large computa-
tion complexity because of its sparse parameter structure in

Method MT-Bench GSM8K

FLOPs Param. Score|FLOPs Param. Acc.
LoRA 0.03G 33.55M 5.20 | 0.01G 28.05M 36.9

VeRA 2.29G  1.65M 5.08 - - -

FourierFT |133.14G 0.06M 5.18 - - -
LaMDA - - - 0.06G 4.37TM 37.9
LaMDA++ - - - - 5.12M 38.2
Ours,—128 | 0.32G° 8.39M 5.38 | 1.33G 35.13M 38.6
Oursp—o56 | 0.19G  4.19M 5.38 | 0.79G 17.56M 39.7
Oursp—s512 | 0.12G  2.10M 5.26 | 0.48G 8.78M 38.6
Ours,—1024 | 0.08G  1.06M 5.38 | 0.31G 4.39M 37.8

Table 2: Fine-tuning performance of LLaMA2-7B model. Larger
score or accuracy value indicates better model performance. Missing
values “-” means not available. For example, LaMDA++ does not
specify rank for each module, thereby with unknown FLOPs.

Fourier domain and heavy 2D FFT operations. It can be
seen that across all models, LoRA has the largest parame-
ter amount, and FourierFT has the largest FLOPs. The com-
plexity of the different models listed in Table 2 verifies the
analysis.

For our method, we choose p as large as possible for
achieving small storage and computation complexity.

Our proposed method can result in a good balance be-
tween storage and computation complexity. More specifi-
cally, compared with FourierFT, ours FLOPs is 32x smaller
on RoBERTa-large and RoBERTa-base, while maintaining
close or smaller amount of parameters. When compared with
LoRA, ours training parameter amount is 16X smaller on
RoBERTa-large and RoBERTa-base, but our FLOPs is 5x
more than LoRA. On RoBERTA-base, our method is much
smaller than VeRA in terms of both parameter amount and
FLOPs. For LLaMA2-7B model, ours also achieves signif-
icantly smaller FLOPs than FourierFT and smaller parame-
ter amount than LoRA. VeRA takes slightly more parame-
ters than ours and costing much higher FLOPs. On GSM8K
dataset, our method can achieve the smallest number of pa-
rameters while maintaining similar accuracy.

5.4 Overall

The proposed block circulant adapter achieves similar or bet-
ter downstream task performance when compared with other
adapters. In terms of number of parameters, our method
requires as small as the state-of-the-art FourierFT adapter,
which is significantly smaller than classical LoRA adapter.
Regarding FLOPs amount, ours is as small as LoRA, which is
much more smaller than FourierFT and VeRA. In general, our
method can balance between parameter amount and FLOPs
while keeping similar or better performance.

6 Conclusion

In this paper, we present a noval adapter design based on
block circulant matrix and study the potential divergence risk
via theoretical proof and empirical experiments. To achieve
a stable training process, we propose a heuristic solution that
can result in successful convergence. Experimental results
also demonstrate that our block circulant adapter has both low
storage and computation complexity while achieving compet-
itive downstream task performance.
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