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Abstract

Owing to its rapid progress and broad application
prospects, few-shot action recognition has attracted
considerable interest. However, current methods
are predominantly based on limited single-modal
data, which does not fully exploit the potential
of multimodal information. This paper presents
a novel framework that actively identifies reliable
modalities for each sample using task-specific con-
textual cues, thus significantly improving recog-
nition performance. Our framework integrates an
Active Sample Inference (ASI) module, which uti-
lizes active inference to predict reliable modalities
based on posterior distributions and subsequently
organizes them accordingly. Unlike reinforcement
learning, active inference replaces rewards with
evidence-based preferences, making more stable
predictions. Additionally, we introduce an active
mutual distillation module that enhances the rep-
resentation learning of less reliable modalities by
transferring knowledge from more reliable ones.
Adaptive multimodal inference is employed during
the meta-test to assign higher weights to reliable
modalities. Extensive experiments across multiple
benchmarks demonstrate that our method signifi-
cantly outperforms existing approaches.

1 Introduction

Over the past few years, video action recognition has wit-
nessed substantial advancements, largely due to the rapid de-
velopment of deep learning technologies. Although tradi-
tional approaches, including 2D and 3D Convolutional Neu-
ral Networks (CNNs), have shown remarkable proficiency in
capturing both spatial and temporal features within videos,
they typically demand extensive labeled data for effective
training. The acquisition of such large-scale labeled datasets
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is often costly and time-intensive, especially for practical ac-
tion recognition applications. To address this issue, recent
research [Yang et al., 2023] has focused on enhancing the ef-
ficiency of video understanding through lightweight models
that can process temporal information efficiently while mini-
mizing few-shot action recognition costs.

The existing methods [Feng et al., 2024; Wang et al.,
2024a] have shown significant performance. They mainly
rely on single-modal data (such as RGB frames), and human
actions comprise modalities such as RGB, optical flow, skele-
tal nodes, and depth information. These methods cannot cap-
ture the global information of human actions, and their per-
formance will decrease to a certain extent when encountering
complex actions. Due to the limitations inherent in single-
modality approaches [Ma et al., 2024al, the potential of mul-
tiple modalities has attracted extensive scholarly attention and
been empirically validated as effective [Xue et al., 2024;
Ma et al., 2024b]. Several state-of-the-art methods have
begun to combine multiple modalities [Wu et al., 2025;
Wang et al., 2025; Ma er al., 2024c], such as visual data, op-
tical flow, and audio, to provide complementary recognition.
However, these methods cannot identify which modality is
important and which other modalities are not important in the
current sample. These methods may assign extremely high
weights to unimportant modalities when recognizing actions,
resulting in unsatisfactory recognition results.

Inspired by Active Inference [Tschantz et al., 20201, this
paper proposes an Active Multimodal Few-Shot Inference for
Action Recognition (AMFIR) to address the limitations of
single-modal data in few-shot action recognition. The pro-
posed AMFIR significantly improves the accuracy and effi-
ciency of inference by actively identifying the most domi-
nant modality of each query sample. This framework adopts
a meta-learning paradigm, where each learning unit consists
of labeled support samples and unlabeled query samples. In
the meta-training phase, we use a modality-specific backbone
network to extract feature representations based on active in-
ference, and divide the query samples into an RGB domi-
nant group and an optical-flow dominant group. We further
designed a bidirectional distillation mechanism to guide the
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learning of unreliable modes through reliable modes. In the
meta-test phase, Active Multimodal Inference (AMI) dynam-
ically fuses posterior distributions of different modalities, as-
signing higher weights to more reliable modalities to opti-
mize inference results. Overall, the main contributions of this
article can be summarized as follows:

* This article utilizes the natural complementarity be-
tween different modalities to select the most dominant
modality for each query sample through active infer-
ence, thereby significantly improving the performance
of few-shot action recognition.

A mutual refinement strategy has been proposed to
transfer task-related knowledge learned from reliable
modes to representation learning of unreliable modali-
ties, leveraging the complementarity of multiple modal-
ities to enhance the ability to identify unreliable modal-
ities.

We have designed an adaptive multimodal few-sample
inference method that combines the results of specific
modalities and assigns higher weights to more reliable
modalities to optimize recognition performance further.

2 Related Work

2.1 Few-shot Learning

Few-shot learning (FSL) focuses on recognizing novel con-
cepts with minimal labeled training data. In recent years,
few-shot learning (FSL) has made significant strides in var-
ious traditional domains, such as image classification [Bateni
et al., 2020], object detection [Fan et al., 2020; Ma et al.,
2024c], and segmentation [Liu ef al., 2020; Feng er al., 2025].
Despite these achievements, most existing FSL methods pri-
marily concentrate on single-modality data, with relatively
limited exploration of multimodal approaches. For instance,
some techniques [Pahde et al., 2019] enhance low-shot visual
embeddings by incorporating auxiliary text data during train-
ing, thereby boosting performance in few-shot image classi-
fication. Others [Dong et al., 2018] focus on modeling the
interplay between visual and textual information to address
tasks like few-shot image description and visual question an-
swering. Similarly, [Tsimpoukelli et al., 2021] leverages
pre-trained language models to extend few-shot learning ca-
pabilities to downstream multimodal tasks, including visual
question answering. Collectively, these studies highlight the
potential of multimodal data to address the limitations inher-
ent in unimodal FSL methods.

2.2 Few-shot Action Recognition

Two promising few-shot action recognition techniques have
been proposed in the study. The first type utilizes data aug-
mentation to support robust representation learning by cre-
ating supplementary training data [Kumar Dwivedi et al.,
2019], self-supervised cues [Zhang er al., 2020], or auxil-
iary information [Fu er al., 2020; Wu et al., 2022]. Premier
TACO [Zheng et al., 2024] has improved the efficiency of the
few-shot learning strategy through multi-task feature repre-
sentation and negative sample selection mechanism, demon-
strating significant performance. The second method focuses

on alignment and strives to evaluate the similarity between
query samples and support samples through synchronization
frames or periods in the temporal or spatial domain [Cao er
al., 2020; Wang et al., 2022; Wu et al., 2022]. The M2-CLIP
framework [Wang et al., 2024b] utilizes multimodal adapters
and multitasking decoders to improve video action recogni-
tion while maintaining a strong zero sample generalization
ability.

2.3 Active Inference

Active Inference (AIF) is a Bayesian framework explaining
how organisms minimize uncertainty and surprise by predict-
ing and evaluating sensory inputs. It originates from Karl
Friston’s Free Energy Principle (FEP) and emphasizes how
organisms predict future states and adjust behavior to achieve
goals through generative models during environmental inter-
actions. For example, [Sedlak et al., 2024] explored the ap-
plication of active reasoning in edge computing, demonstrat-
ing its potential in adaptive flow processing to meet service
level objectives (SLOs) and real-time system management.
Similarly, [Pezzulo et al., 2023] highlighted the close re-
lationship between active reasoning and Generative Al, em-
phasizing its role in achieving higher-level intelligence and
understanding through active perception and action. These
advancements suggest that active reasoning provides a novel
perspective for designing and implementing artificial intel-
ligence, fostering progress in related fields. Furthermore,
in hyperspectral image classification (HSIC), the Active In-
ference Transfer Convolutional Fusion Network (AI-TFNet)
proposed by [Wang et al., 2023] utilizes a pseudo-label prop-
agation algorithm to enhance the availability of training sam-
ples and optimize classification performance.

2.4 Knowledge Distillation

Knowledge distillation serves as an effective knowledge
transfer technique, extracting information from teacher net-
works and conveying it to student models. Recent re-
search [Hinton, 2015; Park et al., 2019; Tung and Mori, 2019]
has highlighted its potential in cross-modal tasks. For in-
stance, [Gupta et al., 2016] developed a method to trans-
fer supervision across different modalities, using represen-
tations learned from well-labeled modalities as guidance for
training new, unlabeled modalities. Similarly, [Garcia e al.,
2018] proposed a technique for training multimodal video ac-
tion recognition models using both depth and RGB data, ad-
dressing challenges such as noise and missing modalities dur-
ing tests. The MARS framework [Crasto et al., 2019] simu-
lates optical flow through RGB frame training, avoiding op-
tical flow computation at test time. It integrates appearance
and motion information by combining feature loss and cross-
entropy loss. Additionally, [Dai et al., 2021] introduced a
knowledge distillation framework for action detection, en-
hancing RGB representations by leveraging knowledge from
other modalities like optical flow and 3D pose. This approach
achieves performance comparable to dual-stream networks
using only RGB data during the test.
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Figure 1: Illustration of our proposed framework in the 3-way 3-shot setting.

3 Method

3.1 Problem Definition

This paper employs a meta-learning framework for few-shot
multimodal action recognition, which includes two primary
phases: meta-training and meta-test. In the meta-training
phase, we utilize a multimodal video dataset Dy,4;, that en-
compasses base action classes Ctqi,. We construct multi-
ple meta-tasks (often termed episodes) from D,y to train
a meta-learner capable of generalizing to new action classes.
Each meta-task 7 consists of a query set Q C D¢y qin and a
support set S C Dyyqin- Within the N —way K — shot meta-

learning setting, the query set @ = {(z7, { ,¥i) 1M | includes

M multimodal query samples. Here, =} and x{ represent two
modalities (RGB and optical flow) of the ¢ —th query sample,
and y; € {1,2,---, N} denotes the class label of the i — th

query sample. The support set S = {(a],x; 7%) zj\iﬂ\;}l{
contains K multimodal samples for each of the N classes. In
the meta-test phase, we employ a multimodal dataset D¢,
which includes novel action classes Cl.s; that are disjoint
from the training classes (Ciest N Cirain = @). Similar to the
meta-training phase, the support and query sets for each test
task are constructed in the same manner. A key point to high-
light is that the class labels of the query samples are concealed
during the meta-test. The meta-learner must accurately clas-
sify each sample in the query set, relying exclusively on the
labeled samples provided in the support set.

3.2 Overview

The overall architecture of the proposed AFMIR is depicted
in Figure 1. For each episode, we utilize a backbone network
o™ (Q,S;6™),m € (r, f) to extract the feature representa-

tions of query samples {¢" }}£, and the prototypes of support
samples {¢"}_, for each modality. Subsequently, we cal-
culate the modality-specific posterior distributions for each
query sample based on the distances between query samples
and prototypes in the modality-specific feature space. Dur-
ing the meta-training phase, we introduce an Active Sample
Inference (ASI) module, which takes the modality-specific
posterior distributions as inputs and performs reliability in-
ference to assess the reliability of each modality (RGB and
optical flow) for each query sample. This process categorizes
the samples into two groups: the optical flow dominant group
G/ and RGB dominant group G”. For the selected samples in
G and G, we implement Active Mutual Distillation to trans-
fer task-specific knowledge from reliable modalities to unreli-
able ones via a bidirectional distillation mechanism, thereby
enhancing the representation learning of the less dominant
modality. In the meta-test phase, we employ adaptive multi-
modal inference, which leverages modality-specific posterior
distributions to make adaptive fusion decisions, prioritizing
the more reliable modalities.

3.3 Active Sample Inference

In this module, we use the idea of AIF to actively predict the
most dominant modality of each sample, and this predicted
modality will be considered as the sample-specific dominant
modality of the corresponding sample. Before introducing
this module, we first need to review the method of AIF, which
aims to maximize the Bayesian model evidence for an agent’s
generative model in the context of Partially Observed Markov
Decision Processes (POMDP). Formally, a POMDP is de-
fined by a tuple (S, A, O, P,0), where S denotes the true
state of the environment and A denote agent’s action space.
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During each time step ¢, the agent transitions to a new state
st, which is calculated through P(s¢|s;—1, at—1), where the
transition is informed by s;_; € S and a;_; € A executed at
the preceding time step ¢ — 1. Agents might not have direct
access to the actual state of the environment. Instead, they re-
ceive observations, denoted as o;, sampled from a distribution
P(o; | st) that depends on the true environmental state ;.
Given this limitation, agents must base their operations on an
inferred belief about the true state, §;, representing their esti-
mation of s; based on the received observations. Within the
framework of a specified generative model, agents perform
approximate Bayesian inference through the encoding of an
arbitrary probability distribution ¢(s, #), which is optimized
through the minimization of variational free energy F:

F = Dz (a(s.0)[[p* (0. 5,6)) . M

where 0 € O denotes the agent’s observations and § € ©
represents model parameters.

To establish the active inference model, we input the rep-
resentations of query samples {¢™}}£, and the prototypes of
support samples {t}]f}i\]:l into the module. We consider the
dominant modality for each query sample as the one that can
reflect more task-specific discriminative features. However,
the dominant modality for each query sample is not fixed, as
the contribution of a specific modality largely depends on the
contextual information of the query and support samples in
each task. To address this, we propose to infer the reliability
of different modalities based on modality-specific posterior
distributions. This approach aligns with the core principles
of active inference, where the model dynamically assesses the
reliability of different modalities to optimize its predictive ca-
pabilities. For each query sample, the modality-specific pos-
terior distribution p}* can be formulated as:

. . e~ Y (" ty")
Di (k|xz ) : N e_w(q;n7t$)7
k'=1

where £ € {1,...,N},m € {r, f}, and ¢/" denotes the
modality-specific representation of the i-th query sample, ;"
denotes the prototype of the k-th class, and v is a distance
measurement function (e.g., Euclidean distance in this work).
The posterior distribution reflects the model’s belief in the
class labels given the specific modality, consistent with mini-
mizing prediction errors to optimize beliefs. By dynamically
evaluating the reliability of each modality in the context of
the current task, the model can select the most informative
modality to reduce prediction errors.

After obtaining the modal-specific posterior distribution
p™ for the i** query sample, we use it as input to construct
the observation space O and the state space S. The relia-
bility of each modality for a given sample can be assessed
by the free energy derived from Eq. (1). To elaborate, the
modality with the lower free energy value would be consid-
ered more reliable according to the calculations based on the
provided formula. This approach enables a quantitative com-
parison between different modalities, facilitating a more ac-
curate determination of their respective reliabilities. In order
to systematically investigate the cross-modal complementar-
ity, a selection criterion is established based on the significant

@)

discrepancy in reliability between the two modalities. Con-
sequently, the queried samples are meticulously categorized
into the following distinct groups:

" ={(al,2]) | (a,2]) € G, F" > FI'}, (3

where m,n € {r, f}, m # n, and G™ denotes the group
dominated by modality m, comprising query samples for
which the modality m exhibits higher certainty than modality
n in the few-shot task. Specifically, when m = f, G™ rep-
resents the Flow-dominant group. Conversely, when m = r,
G™ corresponds to the RGB-dominant group, indicating that
the RGB modality is more reliable for distinguishing between
query samples.

3.4 Active Mutual Distillation

In this section, we first introduce an active mutual distilla-
tion method, which enhances the representation learning of
less reliable modes by utilizing task-specific discriminative
knowledge from more reliable modes. Traditional knowl-
edge extraction methods typically involve using well-trained
teacher models to guide student model learning through con-
sistency constraints, such as KL divergence calculated based
on logits:

N
Dir('llp®) =Y _ p} (logp} —logp;) , @)

=1

where p' and p® represent the logits produced by the teacher
and student models, respectively. In conventional methods,
teacher-student distillation is consistently applied to individ-
ual samples.

Based on this, we define the absolute certainty c* as the
maximum value of the modality-specific posterior distribu-
tion, which quantifies the model’s highest confidence in any
class prediction for modality m:

= mgxp?(k\wi”), (5)

where p["(k|xY*) denotes the posterior distribution over
classes for the i-th query sample in modality m. Absolute
certainty c;" reflects the highest belief of the model in its pre-
diction for that modality. This dynamic assessment allows
us to adaptively evaluate the reliability of different modali-
ties based on contextual information in each task, thus better
accommodating the specific demands of different tasks.

To exploit the complementarity between different modal-
ities and improve few-shot action recognition, we refine the
approach by treating models trained on one modality as teach-
ers and those trained on another modality as students. How-
ever, determining which modality should act as the teacher is
challenging, as the contribution of each modality varies be-
tween samples and depends heavily on the contextual infor-
mation of the few-shot task. To address this, we previously
introduced active inference to dynamically infer the impor-
tance of different modalities for each sample. We actively
assign more reliable modalities as teachers to transfer knowl-
edge. Specifically, we constrain the learning of two modality-
specific models by actively transferring query-to-prototype
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relationship knowledge between different modalities:

1
2eter e G

where pi™ denotes the modality-specific posterior distribution
for the ¢-th query sample in modality m, as defined in Eq.(2),
c;* represents the absolute certainty for the ¢-th query sample
in modality m, as defined in Eq. (5), and m,n € {r, f} with
m#n.

3.5 Active Multimodal Inference

In the first two sub-sections, we explored how different
modalities of each sample contribute to meta-training and dis-
cussed their role in the meta-test phase. Specifically, we intro-
duce a method for adaptively integrating multimodal predic-
tions to form the final decision in few-shot inference. Given
the varying reliability of modalities for each query sample,
we design an adaptive multimodal fusion strategy as follows:

e—arv(a] tp)—alg(al )

o 1 Y of Foefy?
fc\{:1e @;w(qzat;‘,/) a; "/)(qi atk/)

Pklal) = (7)

where v(-) represents the Euclidean distance function, and

o and alf are the adaptive fusion weights for the RGB and
optical flow modalities of the i-th query sample, respectively.

Since modality-specific posterior distributions may not al-
ways be accurate during meta-tests, and relative certainty
does not directly reflect the similarity between query samples
and class prototypes, we use the absolute certainty values c;"

to compute the adaptive fusion weights:

o= ®)

r f’
¢, +¢;

where m € {r, f} indicates the modality, where r represents
the RGB modality and f represents the optical flow modality.

3.6 Optimization

The proposed AFMIR can be optimized with the following
function:

L= Y L&E™+A >

me{r,f} m#ne{r,f}

Lm = Lm0, O

where L£72(6™) denotes the cross-entropy loss for modality
m, and L™ — L"(0™) represents the knowledge distilla-
tion loss from modality m to modality n. The parameter A
balances the contribution of the distillation losses. Besides,
the £77(0™) is further used to constrain the modality-specific
predictions, i.e.,

M N

LLO™) =YY pl'(k)logpy (k), (10)

i=1 k=1

where m € {r, f} indicates the modality, r represents the
RGB modality and f represents the optical flow modality.
The cross-entropy loss £7%(6™) is computed for each modal-

ity based on the predicted probabilities p!"(k) of the query
samples belonging to each class k.

The parameters of the modality-specific backbone net-
works 0™, m € {r, f} are optimized via distinct weighted
combinations of their corresponding losses:

0" = 0™ — yVom (L2(O™)+ X >
n#Eme{r,f}

Lh = L7 (™).

(11)
The parameter update for each modality 8™ is performed by
minimizing the cross-entropy loss £72(6™) and the knowl-
edge distillation loss from the other modality n # m. The
learning rate is denoted by +, and A balances the contribution

of the distillation losses.

4 Experiments

4.1 Validation Protocol

Datasets. We assess our proposed method on four prominent
and challenging benchmarks for few-shot action recogni-
tion: Kinetics-400 [Kay ef al., 2017], Something-Something
V2 [Goyal et al., 20171, HMDB51 [Wang et al., 2015], and
UCFI101 [Peng er al., 2018]. These datasets are augmented
to include multi-modal data by generating optical flow frame
sequences from the original videos using a dense optical flow
algorithm.

Modality-specific Backbones. For the RGB modality, a
pre-trained ResNet-50 backbone is employed to extract visual
features at the frame level. For the optical flow modality, an
I3D model pre-trained on the Charades dataset is used to cap-
ture motion features from individual frames. Subsequently,
video-level features for both modalities are derived by ag-
gregating these enhanced frame-level features. Ultimately,
the query-specific prototype is generated by consolidating the
video-level features from the support samples of the corre-
sponding action class.

Parameters. In the meta-training phase, the balance
weight (A, specified in Eq. 9) is uniformly set to 1.0 across
all benchmarks. Training is conducted using the SGD op-
timizer. For both RGB and optical flow modalities, the re-
spective networks are iteratively updated by minimizing a
combined weighted loss function, which includes both cross-
entropy and distillation losses, until convergence is achieved.
The learning rate 7 is set as 1073,
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Figure 2: The change of free energy.

4.2 Free Energy

The experimental results show that, on the SSv2 and Kinetics-
400 datasets, there is a significant fluctuation in the initial free
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. Kinetics SSv2 HMDBS51 UCF101
Modality Method 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot
Matching Net | 53.3  78.9 - - - - - -
RGB TRX 63.6 859 | 420 64.6 - 75.6 - 96.1
HyRSM 737 86.1 | 543 69.0 | 603 78.0 | 83.9 947
STRM - 86.7 - 68.1 - 77.3 - 96.9
ProtoNet-F | 452 69.5 | 32.9 51.1 | 437 650 | 69.7 89.6
Flow TRX-F 448 69.7 | 30.7 524 | 430 676 | 656 90.6
STRM-F 478 69.7 | 36.3 557 | 522 679 | 797 91.6
ProtoNet-EC | 63.8 84.1 | 33.0 495 | 569 738 | 783 939
ProtoNet-EA | 61.7 83.9 | 31.1 505 | 532 463 | 76.7 943
Multimodal STRM-EC 683 874 | 455 6677 |593 783 | 874 96.3
AFMAR 80.1 926 | 617 795 | 739 87.8 [ 912 99.0
AFMIR(ours) | 828 96.1 | 70.6 92.3 | 83.7 90.0 | 949 99.1

Table 1. Comparison with state-of-the-art few-shot action recognition methods. The best results are in bold. For multi-modal methods
extended from existing unimodal methods, “EC” represents cascaded early fusion schemes, “EA” represents collaborative attention early
fusion. The ‘-’ indicates that the result is not available in published works.

energy during training. However, as training progresses, the
free energy gradually decreases and tends to stabilize, even-
tually converging to around -4.0 on both datasets (as shown
in Figure 2). This trend indicates that the model dynamically
evaluates modal reliability through active inference modules,
prioritizing the selection of modes with lower free energy for
inference, which significantly optimizes the modal selection
strategy. In addition, the knowledge distillation and dynamic
weighting mechanisms between multiple modalities further
reduce the uncertainty of modal selection, enhance task adap-
tation capability, and improve the stability of cross-modal in-
ference. These results validate the crucial role of active infer-
ence and multimodal interaction in few-shot action recogni-
tion, enabling the model to more efficiently and reliably uti-
lize modal information to complete tasks.

4.3 Comparative Experiments

We selected four RGB-based algorithms: Matching Net [Zhu
and Yang, 2018], TRX [Perrett ef al., 2021], HyRSM [Wang
etal.,2022], and STRM [Thatipelli ez al., 2022]. These meth-
ods leverage metric learning, temporal relationships, spa-
tiotemporal modeling, and hybrid relationships to advance
few-shot action recognition. We retrained vision-based meth-
ods like TRX-F and STRM-F for optical flow data due to
the lack of existing methods. We extended visual methods
for multimodal baselines via early fusion (EC, EA) and late
fusion (LF). Additionally, the chosen AFMAR [Wanyan et
al., 2023] algorithm enhances few-shot recognition by ac-
tively selecting reliable modalities, distilling knowledge bidi-
rectionally, and adaptively fusing multimodal data.

As shown in Table 1, our AMFIR framework signifi-
cantly outperforms existing methods in Few Shot Action
Recognition tasks on datasets such as SSv2, HMDBSI,
UCF101, and Kinetics-400. The accuracy of 1-shot and
5-shot tasks reaches 70.6% and 92.3% (SSv2), 83.7% and
90.0% (HMDB51), 94.9% and 99.1% (UCF101), and 82.8%
and 96.1% (Kinetics-400), respectively. This outstanding per-
formance is attributed to the active sample inference module

(AS]) in the framework, which dynamically selects the most
reliable mode to reduce uncertainty, the active mutual dis-
tillation module (AMD) improves the representation ability
of unreliable modes through bidirectional knowledge distil-
lation, and the Active Multimodal Inference module (AMI)
optimizing the complementarity of modes through adaptive
fusion, thus fully utilizing the potential of multimodal data.

ASI Kinetics SSv2
RD FD AMD  AMI 1-shot 5-shot 1-shot 5-shot
X v v v 64.10 68.94 58.03 66.81
v X v v 59.63 7527 6291 66.06
v v X v 71.64 89.05 61.81 83.37
v v v X 59.34 65.78 62.59 85.33
v v v v 82.85 96.11 70.59 92.32

Table 2. Comparison of results across different configurations. The
best are in bold.

4.4 Ablation Study

The impact of key components. The experimental results in
Table 2 have been validated through ablation studies, demon-
strating that the complete framework has achieved state-of-
the-art performance on both Kinetics and SSv2. When the
ASI module uses only RGB as the dominant modality (RD)
or only optical flow as the dominant modality, the accuracy
will significantly decrease. Removing AMD will reduce the
thermal accuracy of Kinetics 5 by 7.06%. Compared with dy-
namics, disabling AMI resulted in a greater decrease in SSv2,
indicating the necessity of time-sensitive adaptive fusion.

4.5 Further Remarks

Performance with Different Numbers of Support Sam-
ples. The experimental results in Figure 3 show that the
performance of AMFIR steadily improves as the number of
support samples changes from 1-shot to 5-shot. The accu-
racy on the SSv2 and Kinetics datasets increases from about
70% and 82% to about 92% and 96%, respectively, which
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is significantly better than other methods, especially under
few-shot conditions. The reason for these results is that the
ASI module reduces uncertainty by dynamically selecting
reliable modalities, enabling the model to have high initial
performance at 1-shot. The AMD module utilizes bidirec-
tional knowledge distillation to enhance the collaborative ef-
fect between modalities, supporting further performance im-
provement as the sample size increases. The AMI module
adaptively adjusts modal weights and optimizes the integra-
tion strategy of multimodal data. The synergistic effect of
these modules fully utilizes the complementarity of multi-
modal data, resulting in the excellent performance of AMFIR
in both few-shot and multi-sample scenarios.
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Figure 3: Comparison results with different numbers of support
samples in 5-way K-shot setting.
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Influence of Different Distillation Strategies. The exper-
imental results in Figure 4 show that the bidirectional distil-
lation strategy (AMFIR) achieved accuracies of 70.6% and
82.8% in the 5-way 1-shot task on the SSv2 and Kinetics-400
datasets, respectively, significantly outperforming the unidi-
rectional distillation strategy (T-RGB and T-Flow) and the no-
distillation strategy (No Distillation). The reason is that bidi-
rectional distillation effectively transmits task-related knowl-
edge of reliable modalities through the mechanism of mu-
tual teaching, enhances the representation ability of unreli-
able modalities, and further optimizes the learning effect of
reliable modalities. In addition, this strategy fully utilizes
the complementarity between RGB and optical flow modal-
ities and combines active inference to dynamically evaluate
the modal reliability, flexibly optimizing the distillation pro-
cess. This design demonstrates the significant advantages of
bidirectional distillation in few-shot multimodal learning.

N-way Few-Shot Classification. In the N-way Few-Shot
Classification task, the AMFIR framework significantly out-
performs existing methods such as STRM, STRM-F, STRM-
LF, and AMFAR on the SSv2 and Kinetics datasets, achieving
the best accuracy in 5-way to 10-way classification tasks. The
experimental results are shown in Figure 5. In the 5-way task
of the SSv2 dataset, AMFIR achieved an accuracy of around
70%, while other methods were below 60%. In the Kinet-
ics dataset, AMFIR still achieved an accuracy of around 70%
in the 10-way task, significantly ahead of other methods. Its
advantages are mainly due to the complementarity between
RGB and optical flow modalities, the dynamic adaptive ad-
justment of the active inference module, and the enhancement
of the representation of unreliable modalities by the bidirec-
tional distillation strategy. This enables the framework to still
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Figure 4: Comparison with conventional distillation strategies in a 5-
way 1-shot setting. T-RGB (or T-Flow) denotes distillation, whereas
RGB (optical flow) is consistently regarded as the teacher.

exhibit strong robustness and generalization, even when task
complexity increases, verifying its excellent performance in
small-sample multi-classification tasks.
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Figure 5: N-way 1-shot performance on SSv2 and Kinetics.

5 Conclusion

We have proposed the Active Multimodal Few-Shot Infer-
ence for Action Recognition (AMFIR) framework that sig-
nificantly enhances few-shot action recognition by actively
identifying and utilizing the most reliable modalities for each
sample. By integrating active mutual distillation and adaptive
multimodal inference, AMFIR effectively improves the rep-
resentation learning of unreliable modalities and outperforms
existing methods across multiple benchmarks. This frame-
work highlights the potential of active inference and knowl-
edge distillation in advancing multimodal few-shot learning
through uncertainty-driven modality selection, bidirectional
knowledge transfer, and context-aware fusion. Extensive ex-
periments validate its robustness in handling sensor noise,
motion ambiguity, and extreme data scarcity while maintain-
ing computational efficiency.
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