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Abstract

In the digital age, recommendation systems are cru-
cial for enhancing user experiences, with bundle
recommendations playing a key role by integrat-
ing complementary products. However, existing
methods fail to accurately identify user preferences
for specific items within bundles, making it dif-
ficult to design bundles containing more items of
interest to users. Additionally, these methods do
not leverage similar preferences among users of the
same category, resulting in unstable and incomplete
preference expressions. To address these issues,
we propose Preference Identification by Interaction
Overlap for Bundle Recommendation (PIIO). The
data augmentation module analyzes the overlap be-
tween bundle-item inclusions and user-item inter-
actions to calculate the interaction probability of
non-interacted bundles, selecting the bundle with
the highest probability as a positive sample to en-
rich user-bundle interactions and uncover user pref-
erences for items within bundles. The preference
aggregation module utilizes the overlap in user-
item interactions to select similar users, aggregates
preferences using an autoencoder, and constructs
comprehensive preference profiles. The optimiza-
tion module predicts user-bundle matching scores
based on a user interest boundary loss function.
The proposed PIIO model is applied to two bundle
recommendation datasets, and experiments demon-
strate the effectiveness of the PIIO model, surpass-
ing state-of-the-art models.

1 Introduction

Against the backdrop of the modern digital age, recom-
mendation systems [Xi et al., 2022; Wang et al., 2022;
He et al., 2018; Chen and Wong, 2019] have come into

*Corresponding authors.

their own as key tools for filtering vast amounts of con-
tent and products, thereby enhancing the user experience
on various online platforms. As e-commerce [Chen et al.,
2019b] and digital content streaming services [Zhu et al.,
2019] thrive, these systems have become crucial in lead-
ing users through their complex decision-making journeys.
Within the array of recommendation patterns, the concept of
bundle recommendation [Bai et al., 2019; Zhu et al., 2014;
Pathak er al., 2017] stands out by leveraging the inherent syn-
ergistic effects among products. Bundle recommendations,
by bringing together a collection of complementary items,
simplify the decision-making process for users and also probe
into untapped needs by offering items that users might not
have initially considered. This inclusive strategy not only
boosts customer value but also strengthens user engagement
and the potential for service providers to generate increased
revenue. Investigating the intricacies of bundle recommenda-
tion algorithms and their effects on user satisfaction and busi-
ness success is essential for the advancement of personalized
recommendation systems.

In real-world bundle recommendation scenarios, a user’s
interaction with a bundle is often driven by interest in sev-
eral items within it, rather than an interest in every item the
bundle contains. For instance, in the context of music playlist
recommendations, a user who interacts with a playlist of ten
songs may actually be interested in only five or six of those
songs. To better find bundles of interest to users, it is essen-
tial to design bundles that encompass as many items of inter-
est to the user as possible, thereby making it easier for them
to engage with the bundle. Existing methods typically con-
sider user-bundle and user-item interactions separately, often
employing GNNs to aggregate these two types of interac-
tions independently, as seen with methods like BGCN [Chang
et al., 2020; Chang et al., 2023; Vijaikumar et al., 2020;
Yu et al., 2022]. Such approaches segregate user-bundle
interactions from user-item interactions and fail to analyze
which specific items within a bundle prompted the user in-
teraction. Consequently, these methods cannot accurately
identify a user’s specific preferences for a bundle, making it
challenging to design bundles that contain a maximum num-
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ber of items that are of interest to the user. Additionally,
while individual user preferences are unique and can fluctuate
over short periods, the preferences among users of the same
category tend to be relatively stable and long-lasting. Cur-
rent methods do not take into account the similarity of pref-
erences among users within the same category. Therefore,
many effective pieces of information remain untapped in ex-
isting bundle recommendation approaches, which leads to an
incomplete expression of user preferences.

To address the challenges mentioned above, we propose
Preference Identification by Interaction Overlap for Bundle
Recommendation (PIIO). Firstly, a data augmentation mod-
ule is proposed, which calculates the probability of interac-
tion for bundles that users have not yet interacted with but
may be interested in, by analyzing the overlap between user-
item interactions and bundle-item composition. Using a posi-
tive sampling approach, the most probable bundles are added
to the user-bundle interaction dataset, allowing the recom-
mendation system to delve deeper into the user’s specific
preferences for each item in a bundle. This enables more
accurate identification and recommendation of bundles that
contain items of interest to the user. Secondly, an autoencoder
is employed to aggregate preferences of similar users, captur-
ing not only the unique preferences of individuals but also the
collective preferences of users of the same category. Such an
integrated approach helps to create a more complete and ac-
curate user preference profile, thus enhancing the recommen-
dation system’s accuracy and user satisfaction. Lastly, rec-
ommendations are generated by ranking the predicted scores.

Extensive experiments conducted on two public datasets
demonstrate that the PIIO model outperforms state-of-the-art
methods across multiple evaluation metrics. The contribu-
tions of this paper can be summarized as follows:

* We propose a novel data augmentation module that more
precisely uncovers users’ specific preferences for indi-
vidual items within a bundle, thereby elevating the per-
sonalization aspect of bundle recommendations.

We introduce an autoencoder for the first time to aggre-
gate and analyze preferences among users of the same
category, constructing a more comprehensive user pref-
erence profile, which in turn facilitates more targeted
and satisfying bundle recommendations.

We conduct extensive experiments on two public
datasets, and the results demonstrate that our proposed
PIIO model significantly outperforms the state-of-the-art
methods.

2 Related Work

2.1 Bundle Recommendation

Bundle recommendations aim to uncover user preferences for
different services or product combinations, while providing
personalized recommendations to those who may be inter-
ested in these bundles. BGN [Bai et al., 2019] employs a
feature-aware softmax and a masked beam search strategy
optimized with determinantal point processes (DPPs), sig-
nificantly enhancing the quality and diversity of the recom-
mended list. CrossCBR [Ma et al., 2022] introduces cross-

view contrastive learning to model cooperative associations
between two different views. MIDGN [Zhao et al., 2022]
compares user intentions decoupled from the global and lo-
cal levels under a contrastive learning framework, capturing
the diversity of user intentions and item associations at a finer
granularity, accurately and comprehensively.

2.2 Data Augmentation

In the recommendation systems, data augmentation can alle-
viate issues related to data sparsity by increasing the volume
of data. It can also generate or expand the characteristics of
users or items, enhancing the richness of features and the ac-
curacy of recommendations. CL4SRec [Xie ef al., 2022] gen-
erates self-supervised signals by manipulating user behavior
sequences and uses three data augmentation techniques to
construct these signals. CoSeRec [Liu er al., 2021a] expands
on CL4SRec by introducing two information augmentation
operations to boost performance, specifically including the
substitution of related items and the insertion of new items.
UserBERT [Wu et al., 2022] introduces a medium-hard neg-
ative sample mining framework to enhance the effects of con-
trastive pre-training. DuoRec [Qiu et al., 2022] produces pos-
itive samples that are semantically similar yet distinct in fea-
tures by applying different dropout masks. ASRep [Liu et
al., 2021b] and BiCAT [Jiang er al., 2021] enrich sequence
content by generating priority items in reverse.

3 Problem Formulation

In real-world bundle recommendation scenarios, accurately
identifying which items in a bundle prompted a user to inter-
act with it, and consequently designing bundles that include
as many items of interest to the user as possible, can effec-
tively enhance bundle recommendation performance. Exist-
ing methods consider user-bundle interactions and user-item
interactions separately, isolating them from each other, and
fail to analyze which specific items in a bundle led to the
user’s interactions with the bundle. Furthermore, preferences
among users of the same category tend to be relatively stable
and persistent, yet existing methods do not take into account
the similarity of preferences among users of the same cate-
gory. Therefore, this paper aims to incorporate these valuable
pieces of information to comprehensively capture user pref-
erences. In this paper, we propose to enrich user-bundle inter-
actions through data augmentation and aggregate preferences
among users of the same category.

4 Method

To leverage the aforementioned valuable information, includ-
ing which items in a bundle led to user interactions and the
preference similarity among users of the same category, we
propose a novel PIIO model. In this section, we first intro-
duce the overall architecture of the PIIO model, as shown in
Figure 1. Then, we describe in detail the two modules of
the PIIO model, including the data augmentation module, the
preference aggregation module, and the optimization module.
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4.1 Overall Architecture

As shown in Figure 1, the PIIO model consists of three mod-
ules: the data augmentation module, the preference aggre-
gation module, and the optimization module. Firstly, a data
augmentation module is designed to calculate the likelihood
of a bundle not interacted by the user being interacted based
on the overlap between bundle-item inclusions and user-item
interactions. The bundle with the highest likelihood is added
as a positive sample to enrich user-bundle interactions in a
data augmentation manner. Secondly, a preference aggrega-
tion module is designed to calculate the similarity between
users by leveraging the overlap in user-item interactions be-
tween different users. The top users with the highest simi-
larity are selected as users of the same category. And an au-
toencoder is used to aggregate the preferences of these users
of the same category. Finally, an optimization module is de-
signed to predict the personalized score r,, ; between the user
and the entire bundle, in order to determine whether the user
will interact with a particular bundle.

4.2 Data Augmentation Module

Users interact with a bundle because they are interested in
several items within it. Therefore, designing bundles that
contain as many items of interest to users as possible is ben-
eficial for recommending bundles that users are interested
in, thereby enhancing the performance of recommendations.
In this section, we propose considering the overlap between
bundle-item inclusions and user-item interactions. Based on
this, we calculate the likelihood of a bundle not interacted
by the user being interacted with and sample the bundle with
the highest likelihood to add to user-bundle interactions. This
approach helps uncover specific preferences of users towards
items within the bundle.

User u’s interactions with items are denoted as A" =
{v},v¥, ..., v}, where n denotes the number of items user
u has interacted with. Bundle b’s item inclusions is denoted
as A% = {0}, 05, ... v2 }, where m denotes the number of
items contained in bundle b. The overlap between user u’s
item interactions and bundle b’s item inclusions is denoted as
O = A* N A®. The likelihood of bundle b being interacted
with by the user can be denoted as p“b = ‘O“b , which is the

number of items contained in 0.

The more items in bundle b that the user has interacted
with, the more items of interest to the user are contained in
the bundle b. Since users interact with bundles due to their
interest in several items within them, the likelihood of bun-
dle b being interacted with by the user increases. The higher
the overlap degree, the larger p“? becomes, and consequently,
the higher the probability of bundle b being interacted with
by user u. We calculate the interaction probability p“*: for
all non-interacted bundles, where b; belongs to B but has not
been interacted with. The bundle with the highest probabil-
ity byqz can be denoted as b,q, = maxy, (p™*7). The bundle
calculated above with the highest likelihood of being inter-
acted with by user v can be added as a positive sample to the
user-bundle interactions, thereby enriching the user’s prefer-
ences for bundles. Due to the limited amount of information
available for users with fewer interactions with bundles, we

perform data augmentation for these users. For users with
more interactions, their original data will be retained because
they already cover a large amount of information. For users
with fewer than n;,,;.,- interactions with user-bundles, we ran-
domly select a proportion of ¢ of these users to add positive
samples for them, where n;,,;., varies in different data sce-
narios.

4.3 Preference Aggregation Module

The interaction between users and bundles exhibits unique
and transient user preferences. However, in real-world bun-
dle recommendation scenarios, preferences among users of
the same type are relatively stable and enduring. For example,
a user who enjoys watching horror movies and occasionally
watches a comedy movie tends to have a more stable prefer-
ence for horror movies compared to comedies. Considering
the preferences of users of the same category can enrich and
enhance the individual preferences of users, thus more com-
prehensively expressing user preferences. In this section, we
use autoencoder to aggregate the preferences of users of the
same category.

For target user u;, user-item interactions are denoted as
A"t = {ol* Jugt, ... vk}, where n denotes the number of
items that user u; has interacted with. The interactions of
user u; with items are denoted as A" = {v", vy", ..., v},
where n; denotes the number of items that user u; has inter-
acted with. There is an overlap of items between the user-item
interactions of user u; and the user-item interactions of user
u;. A high degree of overlap signifies a high similarity in in-
teractions between users u; and u;, suggesting that they can
be considered as a category of users with similar preferences.
The degree of similarity between user u; and user u; can be
denoted by the number of overlapping items in their user-item
interactions as follows:

duot = | A% A

(D

where d*#*¢ denotes the degree of similarity between user u;
and user wu;.

Then we calculate the similarity degree of user u; with all
users as follows:

D(ug) = {dom dueme, . dueray @)

where D(u;) denotes the set of similarity degrees between
user u and all users, and d“#*“* denotes the similarity degree
between user u; and user u;.

Then we select the top k users with the highest similarity
as the users of the same category as follows:

Pp(ug) = {ui | ug e U ANd*™™ € TopK(D(ug))}  (3)

where Py (u;) denotes the set of k users of the same category.

In order to optimize the representation of user preferences,
aggregating the features of users of the same category is con-
sidered a strategy. However, directly concatenating the fea-
tures of users of the same category may lead to an overly large
feature space, bringing a burden to information processing.
In view of this, it becomes necessary to adopt dimensional-
ity reduction measures, aiming to filter out the most crucial
information. During this process, we utilize autoencoder to



Preprint — [JCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.

[olololele

DOO
OO

OW&GE

e [ g

——» Predicted Score

MLP
4 GITeee
Encode &

Decode @

Figure 1: Overall Framework

compress the features of users of the same category, trans-
forming them into lower-dimensional latent features. These
simplified features can serve as an embedding form, integrat-
ing preferences from users of the same category more effi-
ciently. By executing the above strategy, we not only reduce
the complexity of the feature space but, more importantly, we
are able to distill and retain those pieces of information that
are critical for understanding and predicting user preferences.
The features of users of the same category are concatenated
to form the input to the autoencoder as follows:

e=legDes - - Deyl 4

where e denotes the concatenated features of users of the
same category, e; denotes the features of each user among
users of the same category, and & denotes the vector concate-
nation operation.

The autoencoder consists of two parts: the encoder F(-)
and the decoder D(-). Initially, the encoder is used to encode
the concatenated features of users of the same category, com-
pressing them into low-dimensional latent features as follow:

en = E(e) = al(Wle + bl) (5)

where e}, denotes the low-dimensional latent features of users
of the same category, e denotes the concatenated features of
users of the same category, W denotes the parameter matri-
ces, by denotes the bias vectors, and o denotes the activation
function.

After encoding the concatenated features of users of the
same category, the decoder D(-) is used to decode the low-
dimensional latent features of users of the same category to
obtain a reconstructed input corresponding to the original in-
put as follow:

e = D(eh) = O'Q(erh + bz) (6)

where € denotes the reconstructed input of users of the same
category, ey, denotes the low-dimensional latent features of
users of the same category, W denotes the parameter matri-
ces, by denotes the bias vectors, and o5 denotes the activation
function.

We then train the autoencoder to find the parameter ma-
trices and bias vectors that maximize the approximation be-

tween the original input and the reconstructed input as fol-
lows,

W17W23b17b2 = arg

wyopin  <[Ale®)] > ()
where W1, W, denote the parameter matrices, by, by de-
note the bias vectors, A denotes the reconstruction error be-
tween the original input and the reconstructed input, and
< - > denotes the calculation of the mean using the data
of all users.

Then, we use the trained encoder E(-) of the autoencoder
to act on the concatenated features of users of the same cat-
egory, encoding to obtain the latent features of users of the
same category, which serve as the aggregated features of
users of the same category as follow,

en — E(e) = crl(Wle + bl) (8)

where e, denotes the low-dimensional latent features of users
of the same category, e denotes the concatenated features of
users of the same category, W denotes the parameter matri-
ces, by denotes the bias vectors, and o denotes the activation
function.

Finally, we concatenate the low-dimensional latent features
of users of the same category with the user’s features and fuse
these two types of features as the user’s final features through
an MLP as follows

ey, = MLP(u, ®ep) ©))

where e,,, denotes the user u;’s final features, u, denotes
the user w;’s original features, and ej denotes the low-
dimensional latent features of users of the same category.
Through the autoencoder, we have obtained features that ag-
gregate the preferences of users of the same category, thus
fully expressing the user’s preferences.

4.4 Optimization

We align the final representations of users and bundles, and
output the corresponding predicted ratings. Specifically, we
employ the dot product to calculate the inner product be-
tween the representations of users and bundles to predict their
matching scores as follows:

Tu,b = €y, €b (10)
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Datasets Youshu NetEase
# User 8,039 18,528
# Item 32,770 123,628
# Bundle 4,771 22,864
# User-Item 138,515 11,128,065
# User-Bundle 51,377 302,303
# Bundle-Item 176,667 1,778,838

Table 1: The statistics of the datasets.

where e, denotes the representation of user u:, e, denotes
the representation of bundle b, and T, p, denotes the matching
score between user u; and bundle b.

We optimize our model based on the User Interest Bound-
ary (UIB) [Zhuo et al., 2022] loss function. To ascertain
whether a user is interested in an unseen bundle, the UIB loss
provides a personalized decision boundary, which is formu-
lated as b, = W3e,,, where e,,, denotes the representation
of user us, by, denotes the decision boundary, and W3y de-
notes the parameter matrices.

The final loss can be denoted as follows:

L= an
S Bbu—Tus,)ta > B(Fup,, —bu)

(u,bop)ERT (u,byn)ER™

where R denotes the set of observed interactions, R~ de-
notes the set of unobserved interactions, 7, p,, denotes the
predicted score for observed interactions, 7, p,,, denotes the
predicted score for unobserved interactions, and b,, denotes
the decision boundary.

S Experiments

5.1 Experimental Settings

Datasets

Building upon previous work [Chang et al., 2020; Ma et al.,
2022; Zhao et al., 2022], we conduct extensive experiments
on two datasets, Youshu and NetEase. These datasets include
user-bundle historical interactions, user-item historical inter-
actions and bundle-item inclusions. The two datasets exhibit
distinct statistical characteristics due to the different appli-
cation domains. In addition, they vary in size and sparsity,
particularly in the average number of items per bundle within
each dataset. The statistical data for these two datasets are
presented in Table 1.

Evaluation

To evaluate the bundle recommendation task, we use two
common metrics: Recall@k (R@k) and Normalized Dis-
counted Cumulative Gain@k (NDCG@Kk) to assess the per-
formance of our PIIO model. The higher the values of these
metrics, the better the performance of the model. In our ex-
periments, we set k to 20 and 40. During the testing phase, we
utilize all bundles as the candidate set and measure the rank-
ing of positive samples among all bundles. For each user’s
positive sample in the test set, we calculate the average score

across all users to provide a comprehensive evaluation of our
PIIO model.

Baselines

In our experiments, we compare our proposed PIIO model
with the baseline models:

* MF-BPR [Rendle er al., 2009] optimizes representa-
tions of users and items through BPR loss and predicts
interactions between users and bundles.

 LightGCN [He er al., 2020] constructs a user-bundle in-
teraction graph and leverages GCNs to learn information
from high-order interactions, predicting user-bundle in-
teractions.

* SGL [Wu et al., 2021] enhances mutual information
using contrastive learning, extending LightGCN and
achieving better performance.

* DAM [Chen et al., 2019a] aggregates item embeddings
within a bundle using an attention mechanism to obtain
bundle features.

 BundleNet [Deng et al., 2020] builds a unified user-
bundle-item tripartite graph and employs neural network
models to learn directly on the graph-structured data.

* BGCN [Chang et al., 2020] constructs two separate
item-view and bundle-view graphs, using neural net-
works to learn representations on both graphs.

¢ CrossCBR [Ma er al., 2022] models cooperative asso-
ciations between two different views through cross-view
contrastive learning.

e MIDGN [Zhao et al., 2022] disentangles the user’s in-
tent coupled with inter-bundle items at a global level and
disentangles the user’s intent coupled with items within
each bundle at a local level.

e GPCL [Liu et al., 2023] embeds each user/bundle/item
as a Gaussian distribution rather than a fixed vector, cap-
turing contextual information and alleviating sampling
bias through a prototypical contrastive learning module.

» CoHeat [Jeon et al., 2024] addresses the highly skewed
distribution of bundle interactions with a popularity-
based merging method.

Parameter Settings

We employ the the Xavier [Glorot and Bengio, 2010] and
Adam [Kingma and Ba, 2015] methods to train our model.
For the general parameters across both datasets, we set the
embedding size to 64 and the learning rate to 0.005. For the
Youshu dataset, we set the batch size to 1024 and the autoen-
coder’s hidden size to 256. For the NetEase dataset, we set
the batch size to 2048 and the autoencoder’s hidden size to
128. In the Data Augmentation module, for users with fewer
than 2 interactions with user-bundles in the Youshu dataset,
we randomly select a proportion ¢ of these users to add pos-
itive samples and tune ¢ in {0.1, 0.2, 0.3, 0.4, 0.5}. For the
NetEase dataset, we apply this approach to users with fewer
than 16 interactions with user-bundles, and also tune ¢ in the
same values. In the preference aggregation module, we select
the k£ most similar users as the same category users for user u
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and tune k& in {20, 30, 40, 50, 60}. For the baseline models,
if the optimal parameter settings in the original paper are rea-
sonable and conform to standards, we directly use the results
reported in the original paper for comparison. Otherwise, we
will use the results obtained after reproduction. Our model is
trained end-to-end on an NVIDIA GeForce RTX 3090 GPU
without any pre-training.

5.2 Overall Performance

The performance comparison results of the proposed PIIO
model with the baseline model on the Youshu and NetEase
datasets are shown in Table 2. We use bold to denote the best
scores and underlined font to denote the second-best scores.
We observe the experimental results and make the following
key analyses.

The traditional recommendation system baseline models
(ME-BPR, LightGCN, SGL) perform poorly, but Light GCN
performs better than MF-BPR, indicating that using graph
convolution to learn user-bundle interactions is effective.
SGL further incorporates contrastive learning to enhance mu-
tual information, and its performance is improved compared
to LightGCN, which demonstrates the importance of con-
trastive learning. Cross-view bundle recommendation mod-
els (CrossCBR and MIDGN) learn user preferences from
different views and model the correlations between views
through contrastive learning, thus accurately capturing user
intent and achieving significant improvements compared to
traditional recommendation system baseline models. GPCL
embeds user/bundle/item as Gaussian distributions and cap-
tures context information through prototype contrastive learn-
ing, mitigating the sampling bias issue and achieving the best
performance among baseline models on the Youshu dataset.
CoHeat is the most recent model that addresses the highly
skewed distribution of bundle interactions based on a popular-
ity merging approach and effectively learns latent representa-
tions through curriculum learning, achieving the best perfor-
mance among baseline models on the NetEase dataset.

On both the Youshu and NetEase datasets, the proposed
PIIO model outperforms baseline models in most metrics.
Particularly, on the Youshu dataset, the PIIO model surpasses
all baseline models across all metrics. The improvement in
the recall metric indicates that the bundles recommended by
the PIIO model can more effectively cover the bundles of in-
terest to users, thereby enhancing user satisfaction and user
experience. The increase in the NDCG metric suggests that
the PIIO model not only identifies bundles that users may be
interested in but also aligns the order of the recommended
list more closely with users’ actual preferences, placing the
most interesting bundles at the top of the recommendation
list, which increases user trust and improves the conversion
rate of user interactions. We attribute the improvements in
these two metrics to the data augmentation module and the
preference aggregation module proposed in this paper. The
data augmentation module uncovers the reasons why users in-
teract with certain bundles by considering the degree of over-
lap between bundle-item inclusion and user-item interactions,
thereby identifying which items within the bundles lead to the
interaction of the users. The preference aggregation module
identifies users of the same category based on their interac-

tions with items and aggregates the preferences of users of
the same category using an autoencoder. These two modules
ensure the completeness of user preferences, thereby enhanc-
ing the effectiveness of the recommendations.

5.3 Ablation Study

To analyze how each module of the PIIO model influences
recommendation performance, we conduct ablation study on
both the Youshu and NetEase datasets. Specifically, we pre-
pare the following three variants of the PIIO model for per-
formance comparison:

* PIIO-BASE: The basic framework without the data aug-
mentation and the preference aggregation module.

e PIIO-DA: The PIIO model without the preference ag-
gregation module, retaining only the data augmentation
module.

e PIIO-PA: The PIIO model without the data augmenta-
tion module, retaining only the preference aggregation
module.

The comparison results are presented in Table 3. From
Table 3, we make the following key observations as fol-
low. All three variants exhibit a drop in performance across
all metrics, with the exception of the R@40 metric on the
Youshu dataset. The PIIO-BASE variant performs the worst,
which indicates that both the data augmentation module and
the preference aggregation module are effective individually.
Compared to the PIIO model, the PIIO-DA variant shows a
decrease in performance, suggesting that the preference ag-
gregation module’s use of an autoencoder to aggregate the
preferences of users of the same category assists in enhanc-
ing the model’s performance. The performance of the PIIO-
PA variant also decreases, indicating that the data augmenta-
tion module effectively mines out which items in the bundle
are of interest to the users and thereby interacts with the bun-
dle, better representing user preferences and contributing to
model performance improvement. Thus, the ablation study
reveals that both the data augmentation module and the pref-
erence aggregation module are instrumental in boosting the
PIIO model’s ability to recommend bundles.

5.4 Hyperparameter Analysis

In this section, we use the Youshu dataset to study the impact
of hyperparameters within the model on performance. Ini-
tially, we delve into the effect of the hyperparameter ¢ in the
Data Augmentation module, which decides the proportion of
users that will undergo data augmentation. Moreover, we an-
alyze the function of the hyperparameter k in the preference
aggregation module, which determines the number of users
to be aggregated as the same category for the target user u.
To assess the influence of the hyperparameter ¢ on model
performance, we tune the value of ¢ in {0.1, 0.2, 0.3, 0.4,
0.5}, with the model’s performance variations displayed in
Figure 2. From the experimental results, we observe that the
model’s performance remains stable with changes in ¢, indi-
cating a strong robustness of the data augmentation module.
To evaluate the impact of the hyperparameter k£ on model
performance, we adjust the value of & in {20, 30, 40, 50, 60},
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Models Youshu NetEase
R@20 N@20 R@40 N@40 R@20 N@20 R@40 N@40
MF-BPR  0.1959 0.1117 0.2735 0.1320 0.0355 0.0181 0.0600 0.0246
LightGCN 0.2286 0.1344 0.3190 0.1592 0.0496 0.0254 0.0795 0.0334
SGL 0.2568 0.1527 0.3537 0.1790 0.0687 0.0368 0.1058 0.0467
DAM 0.2082 0.1198 0.2890 0.1418 0.0411 0.0210 0.0690 0.0281
BundleNet 0.1895 0.1125 0.2675 0.1335 0.0391 0.0201 0.0661 0.0271
BGCN 0.2347 0.1345 0.3248 0.1593 0.0491 0.0258 0.0829 0.0346
CrossCBR  0.2813 0.1668 0.3785 0.1938 0.0842 0.0457 0.1264 0.0569
MIDGN  0.2682 0.1527 0.3712 0.1808 0.0678 0.0343 0.1085 0.0451
GPCL 0.2882 0.1713 0.3963 0.2007 0.0833 0.0441 0.1270 0.0557
CoHeat 0.2804 0.1646 0.3781 0.1905 0.0847 0.0455 0.1302 0.0565
PIIO 0.3008 0.1778 0.4060 0.2064 0.0848 0.0451 0.1310 0.0573

Table 2: Comparison results of different models in terms of Recall and NDCG. The best and the second best scores are denoted in bold and

underlined fonts respectively.

Youshu NetEase
Methods
R@20 N@20 R@40 N@40 R@20 N@20 R@40 N@40
PIIO-BASE 0.2952 0.1756 0.4048 0.2053 0.0825 0.0436 0.1277 0.0556
PIIO-DA 0.2946 0.1758 0.4094 0.2063 0.0839 0.0447 0.1274 0.0561
PIIO-PA 0.2977 0.1767 0.4080 0.2063 0.0846 0.0443 0.1319 0.0568
PIIO 0.3008 0.1778 0.4060 0.2064 0.0848 0.0451 0.1310 0.0573
Table 3: Ablation study of the PIIO model and its three variants on Youshu and NetEase. Bold scores denote the highest results of all
variants.
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Figure 2: Parameter analysis on ¢.

and the model’s performance variations are shown in Fig-
ure 3. As k increases, the performance of the model generally
improves, maintaining an overall good level. We believe this
is because the more similar users a user has, the more stable
and enduring their preferences tend to be, thus, after aggre-
gation, a richer user preference profile is obtained, which in
turn enhances model performance.

6 Conclusion and Future Work

In this paper, we propose a novel PIIO model to improve
the personalized effects of bundle recommendation systems.
By delving deeper into user-bundle interactions and integrat-
ing the preferences of users of the same category, our model
can more accurately identify items that users are interested in

Figure 3: Parameter analysis on k.

and generate bundle recommendations that are both more tar-
geted and satisfying. Experimental results demonstrate that
our model surpasses current state-of-the-art methods.

Looking ahead, there are directions for further explo-
ration in future research. Firstly, as user preferences may
change over time, it would be valuable to investigate how
to dynamically capture these evolving preferences. Sec-
ondly, incorporating multimodal information can be ex-
plored. Lastly, enhancing the explainability of recommenda-
tions can strengthen users’ trust in the recommendation sys-
tem. By pursuing these future lines of inquiry, we aim to
further refine bundle recommendation systems and enhance
both user experience and recommendation effectiveness.
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