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Abstract
Complex tasks involving tool integration pose sig-
nificant challenges for Large Language Models
(LLMs), leading to the emergence of multi-agent
workflows as a promising solution. Reflection has
emerged as an effective strategy for correcting erro-
neous trajectories in agentic workflows. However,
existing approaches only exploit such capability in
the post-action stage, where the agent observes the
execution outcomes. We argue that, like humans,
LLMs can also engage in reflection before action
execution: the agent can anticipate undesirable out-
comes from its own decisions, which not only pro-
vides a necessarily complementary perspective to
evaluate the decision but also prevents the propa-
gation of errors throughout the trajectory. In this
paper, we propose MIRROR, a framework that
consists of both intra-reflection, which critically
assesses intended actions before execution, and
inter-reflection, which further adjusts the trajec-
tory based on observations. This design systemati-
cally leverages LLM reflection capabilities to elim-
inate and rectify erroneous actions on a more com-
prehensive scope. Evaluations on both the Stable-
ToolBench and TravelPlanner benchmarks demon-
strate MIRROR’s superior performance, achiev-
ing state-of-the-art results compared to existing ap-
proaches.

1 Introduction
Large Language Models (LLMs) have demonstrated remark-
able capabilities in natural language processing, showcas-
ing unprecedented performance in planning, reasoning, and
complex task completion [Brown, 2020; Chen et al., 2022;
Sun et al., 2023; Yang et al., 2023; Touvron et al., 2023].
However, these models face fundamental limitations in ac-
cessing real-time information, processing novel data patterns,
and executing precise system controls [Petroni et al., 2020;
Lewis et al., 2020; Komeili, 2021; Zhang et al., 2022]. These
constraints become particularly challenging when tackling

∗Work done during the internship at Metastone.
†Corresponding author: Zhendong Mao.

Figure 1: Architectural comparison of intra-reflection and inter-
reflection in MIRROR. Intra-reflection operates as a preventive
mechanism within each agent, evaluating decisions before execution
to prevent errors. Inter-reflection functions as a corrective mech-
anism between agents, enabling system-wide optimization through
post-execution learning. This dual-phase approach creates a com-
prehensive error prevention and correction system.

real-world tasks that require dynamic adaptation and accurate
tool manipulation.

The tool learning paradigm emerged as a natural solution
to extend LLMs’ capabilities beyond their inherent limita-
tions [Qin et al., 2023]. By enabling LLMs to interact with
external tools and APIs, this approach significantly expands
their practical applications. Recent advances in foundation
models have further enhanced their ability to handle basic
tool interactions [Achiam et al., 2023; Team et al., 2023;
Dubey et al., 2024; Team, 2024]. However, when confronted
with sophisticated multi-step tasks requiring intricate tool co-
ordination, even these advanced models struggle to maintain
consistent performance.

This challenge has given rise to multi-agent workflows,
where complex tasks are distributed across specialized agents
[Wu et al., 2024; Hong et al., 2024; Wang et al., 2024b].
In these systems, reflection mechanisms play a crucial role
in optimizing agent behavior. Current approaches, exempli-
fied by Reflexion [Shinn et al., 2024], implement reflection
as a post-execution analysis tool, where agents learn from
completed actions. While this retrospective approach enables
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iterative improvement, it suffers from fundamental limita-
tions: it cannot prevent initial errors, risks irreversible system
changes, and incurs significant learning costs through trial
and error.

To address these limitations, we propose intra-reflection:
a proactive evaluation mechanism that occurs before action
execution. This approach mirrors human cognitive processes,
where we often mentally simulate outcomes before taking ac-
tion. By combining this preventive strategy with traditional
post-execution reflection, we create a more comprehensive
framework for multi-agent learning and adaptation.

Our paper introduces MIRROR (Multi-agent Intra- and
Inter-Reflection for Optimized Reasoning), a novel frame-
work that seamlessly integrates both reflection phases. This
dual-phase approach systematically prevents errors while op-
timizing learning from necessary failures, creating a more ro-
bust and efficient multi-agent system. Unlike existing solu-
tions that rely solely on learning from mistakes, MIRROR
enables agents to anticipate and avoid potential errors while
maintaining the ability to learn from unavoidable failures.

The primary contributions of this paper are summarized as
follows:

• We introduce the concept of intra-reflection in multi-
agent tool learning, a pre-action evaluation mechanism
that allows agents to critically assess their intended out-
puts before execution.

• We propose MIRROR, a novel framework for multi-
agent systems in tool learning tasks. MIRROR em-
ploys both intra-reflection and inter-reflection mecha-
nisms to enhance decision-making, prevent error prop-
agation, and improve collaboration efficiency.

• We provide a comprehensive evaluation of our frame-
work using both StableToolBench and TravelPlanner
benchmarks, demonstrating its superior performance
across evaluation metrics, significantly outperforming
existing state-of-the-art approaches.

2 Related Work
LLM-Based Task Planning. LLMs have been increasingly
leveraged for task planning. Initial approaches like Chain-
of-Thought (CoT) [Wei et al., 2022] generate intermediate
reasoning steps, while Self-Consistency [Wang et al., 2022]
improves robustness by generating multiple reasoning paths
and selecting the most consistent solution. ReAct [Yao et
al., 2022] integrates reasoning with action-taking capabili-
ties. More advanced methods explore complex reasoning
structures: Tree-of-Thought (ToT) [Yao et al., 2024] enables
simultaneous exploration and evaluation of multiple reason-
ing paths, and Graph of Thoughts (GoT) [Besta et al., 2024]
provides even greater flexibility with graph-structured, multi-
directional thought connections. Our method builds on these
by incorporating intra-reflection, allowing LLMs to critically
assess and refine reasoning during task execution for en-
hanced adaptability.

Reflection in LLMs. LLM frameworks increasingly in-
tegrate reflection mechanisms to enhance performance and
adaptability. For example, Self-refine [Madaan et al., 2024]

employs iterative self-critique and refinement, while Reflex-
ion [Shinn et al., 2024] incorporates self-monitoring and
feedback loops within the ReAct framework. DFSDT [Qin
et al., 2023] advances reflection by enabling models to re-
evaluate and re-plan based on their complete history of pre-
vious error paths and information, thereby broadening the
explored solution space. CRITIC [Gou et al., 2023] lever-
ages external tools for output validation and subsequent im-
provement. While these approaches predominantly empha-
size inter-reflection or post-hoc refinement, MIRROR inno-
vates by stressing continuous intra-reflection during all rea-
soning phases, facilitating more dynamic and context-aware
adaptations in real time.

LLM-Powered Multi-Agent Systems. Single-agent LLM
systems face limitations such as hallucinations, restricted
context, and lack of collaboration in real-world applica-
tions [Huang et al., 2024]. LLM-powered multi-agent sys-
tems (MAS) offer a promising solution, where multiple au-
tonomous agents with unique strategies collaborate to man-
age complex, dynamic tasks beyond single-agent capabilities
[Zhuge et al., 2023]. This collaborative approach leverages
distinct agent strengths through communication. Notable ex-
amples include AutoGen [Wu et al., 2024], MetaGPT [Hong
et al., 2024], and OpenHands [Wang et al., 2024b], which
utilize Agent-Computer Interfaces for enhanced problem-
solving. Our approach extends these MAS frameworks by
integrating both intra-reflection and inter-reflection mech-
anisms, aiming to better address real-world complexities
through maximized collaborative potential and adaptive rea-
soning.

3 Methodology
The MIRROR framework presents a structured approach to
enhance LLM capabilities in tool learning. It leverages a
specialized multi-agent system synergistically combined with
unique intra-reflection and inter-reflection mechanisms. The
overarching goal is to optimize the decomposition of com-
plex tasks, the selection and parameterization of tools, and
the final generation of answers, while proactively minimizing
errors and enabling continuous learning.

3.1 Task Definition
Tool learning tasks involve an LLM interacting with external
tools/APIs. Given a task description (Q) and a tool library
(T = {n, d, p}, where n is name, d is description, p is pa-
rameters), the system must autonomously select the optimal
tool (t ∈ T ) and its parameters (pt). These are passed to an
Executor, and the resulting output is synthesized into a com-
prehensive answer.

3.2 Framework Overview
MIRROR’s core innovation is intra-reflection, a distinct con-
tribution enabling meaningful self-evaluation within a single
agent during its generation phase and before action execu-
tion or handoff to another agent. This contrasts with meth-
ods relying on external agent feedback or post-execution re-
flection. Intra-reflection functions as a formalized prompt-
ing technique, universally applicable across tasks and models,
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Figure 2: Overview of the MIRROR framework. Given a task and candidate tools, the Planner Agent decomposes the complex task into
subtasks. The Tool Agent selects appropriate tools and parameters for each, which are passed to the Executor for execution. The Answer
Agent then utilizes the entire execution trajectory to produce the final answer. Critically, each agent undergoes intra-reflection before passing
its output, and a dual-memory architecture facilitates inter-reflection.

embedding evaluation criteria directly into the agent’s prompt
to guide its reasoning and output generation. This systematic
approach facilitates proactive error prevention. This overall
framework, which deeply embeds intra-reflection within each
agent and also integrates inter-reflection for comprehensive
learning, is visually outlined in Figure 2.

3.3 Multi-Agent System
MIRROR integrates three distinct, specialized agents:
Planner Agent: Decomposes complex tasks into a topo-
logically structured sequence of manageable subtasks, con-
sidering dependencies and execution order. It utilizes Long-
Term Memory to refine decomposition strategies based on
outcomes from previous attempts within the current task.
Tool Agent: Selects appropriate tools and parameters for
each subtask. Its decision-making is guided by Short-Term
Memory, which includes execution failure information and
the agent’s own intra-reflection outputs from prior attempts
on the current subtask, helping to avoid repeated errors. Suc-
cessful subtask results are stored for subsequent use.
Answer Agent: Synthesizes individual results from all
completed subtasks, considering the entire execution trajec-
tory, to produce a coherent and comprehensive final answer
to the original task.

These agents engage in collaborative interactions, where
the validated output of one agent becomes the input for the
next. This structured collaboration, augmented by reflection,
aims to achieve solutions that surpass the capabilities of any
single agent operating in isolation.

3.4 Intra-Reflection
A cornerstone of the MIRROR framework, the intra-
reflection process is implemented by each agent before its
output is passed to the next agent or the Executor. This en-
sures a thorough self-evaluation, minimizing errors and opti-
mizing the quality of inter-agent information flow. Each agent
performs a self-assessment based on its specific role and pre-
defined quality thresholds (θp, θt, θa). This mechanism does

not depend on additional LLMs or external evaluation agents,
functioning as an inherent part of the agent’s generation cy-
cle.
Planner Agent Intra-Reflection: After generating an ini-
tial task decomposition, the Planner Agent critically evalu-
ates this plan. The assessment focuses on its completeness,
efficiency, and coherence. It also considers if subtasks can
be further optimized. The agent integrates lessons from prior
experiences within the current task to enhance decomposition
quality. If the internal evaluation score surpasses the thresh-
old θp, the plan is deemed sufficiently robust and proceeds
to the Tool Agent. Otherwise, the plan is iteratively revised
until it meets the required quality standard. This iterative re-
finement ensures that only well-optimized and coherent plans
advance, significantly improving the framework’s overall ef-
fectiveness and resource utilization.
Tool Agent Intra-Reflection: Upon receiving a subtask
and selecting a tool and parameters, the Tool Agent performs
intra-reflection. It evaluates these choices based on how well
they meet the specific subtask requirements, whether they in-
corporate lessons from past attempts (within the current task,
leveraging STM), and their alignment with the subtask’s ob-
jectives. The agent assigns a score reflecting the expected ef-
fectiveness of its choices. Selections scoring above threshold
θt are passed to the Executor for execution. Those scoring
below are revised (the agent may choose a different tool or
adjust parameters) to better align with subtask goals. This
process optimizes tool and strategy selection at a granular
level, enhancing the framework’s operational efficiency and
increasing the probability of successful subtask completion.
Answer Agent Intra-Reflection: After synthesizing the re-
sults from all subtasks into a comprehensive solution, the An-
swer Agent conducts a final intra-reflection. This evaluation
focuses on the completeness of the answer, its integration of
key actions and observations from the entire trajectory, and
the clarity of its presentation. The agent assigns a score to
its output. If this score meets or exceeds the threshold θa,
the task is considered successfully completed. If the score
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falls below θa, indicating a suboptimal answer, the entire task
trajectory (including the plan, tool uses, reflections, and the
deficient answer) is stored in long-term memory. This stored
information is then utilized by the Planner Agent to refine
its strategy for the current task, facilitating an improved at-
tempt at successful completion and promoting continuous,
task-specific adaptation.

3.5 Inter-Reflection
MIRROR employs a dual-memory architecture to facilitate
inter-reflection:

Short-Term Memory (STM): Utilized by the Tool Agent
for subtask tool/parameter selection. It records execution fail-
ures and the agent’s intra-reflection outputs, prompting ad-
justments. STM is reset upon successful subtask completion
to maintain relevance for new selections.

Long-Term Memory (LTM): This memory is task-
specific. It stores the entire trajectory for the current task
(decomposition plan, tool selections, execution results, solu-
tion quality). LTM is updated if execution fails or if the An-
swer Agent’s final output is below θa. It resets upon overall
task completion, enabling the system to learn from successes
and failures within the current task for progressive strategy
refinement.

This dual-memory architecture allows MIRROR to contin-
ually adapt and refine its performance through structured ex-
periential learning.

3.6 Agent Collaboration
Agent collaboration critically relies on intra-reflection for
high-quality inter-agent handoffs. The Planner Agent passes
decompositions, validated for coherence and feasibility by its
intra-reflection, to the Tool Agent. The Tool Agent, after its
own reflection-refined tool and parameter selection aimed at
optimal subtask execution, then directs the process. Results
subsequently flow to the Answer Agent for careful synthesis
and final quality assurance, also guided by its intra-reflection.

This reflection-gated workflow minimizes error propa-
gation via early self-correction and optimizes inter-agent
communication with reliable information exchange. Inter-
reflection, through dual memory, further enhances collabo-
ration: STM aids Tool Agent’s immediate adaptation to ex-
ecution challenges, while LTM enables the Planner Agent to
refine strategies from current task trajectories.

Integrating both reflection types creates a self-optimizing
system. This enhances individual agent efficiency and over-
all framework performance, robustness, and adaptability for
complex tasks. Thus, MIRROR continuously learns and
evolves. While dual-reflection increases token processing,
this is justified by significant, experimentally validated per-
formance gains, making it a worthwhile trade-off.

4 Experiment
To evaluate our proposed framework, we conducted compre-
hensive experiments as detailed below.

4.1 Setup
Benchmarks We utilized two benchmarks:

• StableToolBench [Guo et al., 2024]: An extension
of ToolBench [Qin et al., 2023], this benchmark as-
sesses LLM function invocation capabilities through ex-
ecutable tests.

• TravelPlanner [Xie et al., 2024]: This benchmark eval-
uates agent proficiency in real-world planning and tool
interactions. Due to computational constraints, we used
its validation set in a two-stage mode to assess tool uti-
lization and planning capabilities.

Metrics
• StableToolBench: Metrics include Pass Rate (percent-

age of tasks successfully completed) and Win Rate
(comparison against GPT-3.5+ReAct via LLM evalua-
tion).

• TravelPlanner: Metrics include Delivery Rate (plan
completion), Commonsense and Hard Constraint Pass
Rates (rule adherence), and Final Pass Rate (overall plan
feasibility).

Model Our experiments used the following foundational
LLMs: GPT-3.5 Turbo [Ouyang et al., 2022] (gpt-35-turbo-
0125 ), GPT-4o Mini [Achiam et al., 2023] (gpt-4o-mini-
2024-07-18 ), GPT-4o [Achiam et al., 2023] (gpt-4o-2024-
05-13 ), Claude 3 Haiku [Anthropic, 2024], and Qwen2.5-
72B [Team, 2024]. For evaluation consistency on Stable-
ToolBench, we employed GPT-4 Turbo [Achiam et al., 2023]
(gpt-4-turbo-2024-04-09 ). GPT-4o served as the parsing
model for TravelPlanner.
Baselines We compared our method against six baselines:

• ReAct [Yao et al., 2022]: Alternates reasoning and act-
ing within an LLM for interpretable trace generation and
task-specific action execution.

• DFSDT [Qin et al., 2023]: Constructs and traverses de-
cision trees for systematic re-evaluation and re-planning
based on previous error paths.

• Reflexion [Shinn et al., 2024]: Employs self-reflection
on environmental interactions to improve decision-
making.

• Smurfs [Chen et al., 2024]: A multi-agent framework
assigning distinct roles to agents via prompting for col-
laborative problem-solving.

• ToolLlama-2 [Qin et al., 2023]: A model fine-tuned on
the ToolBench dataset.

• ToolGen [Wang et al., 2024a]: Represents tools as
unique vocabulary tokens for direct tool call generation
via a three-stage training process, bypassing separate re-
trieval steps.

4.2 Main Results
Experimental results demonstrate MIRROR’s consis-
tent performance advantages across both benchmarks.
Across both benchmarks, MIRROR surpasses existing base-
lines. On StableToolBench, it demonstrates superiority
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LLM Core Method G1-Inst. G1-Cat. G1-Tool. G2-Inst. G2-Cat. G3-Inst. Avg.
Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win.

GPT-3.5 Turbo

ReAct 47.2±0.5 / 42.9±0.8 / 41.8±0.5 / 46.1±0.2 / 43.1±0.3 / 42.1±1.5 / 43.9±0.5 /
DFSDT 64.5±0.4 66.9 61.2±0.8 64.7 64.7±0.7 68.4 59.3±0.2 60.4 61.6±1.2 64.5 57.4±1.3 59.0 61.5±0.8 64.0
Reflexion 75.8±1.0 65.6 73.0±1.5 76.5 75.3±1.2 70.3 72.5±2.8 72.6 73.0±0.6 72.6 58.5±0.8 49.2 71.4±1.3 67.8
Smurfs 75.9±1.1 74.2 82.6±0.4 81.7 72.2±0.9 71.5 76.6±1.4 73.6 79.6±0.2 79.8 73.0±2.0 68.9 76.7±1.0 75.0
MIRROR 82.5±0.5 76.1 86.3±1.3 87.6 84.9±0.6 79.7 78.8±1.0 87.7 82.4±1.0 83.1 87.4±1.5 80.3 83.7±1.0 82.4

Claude 3 Haiku

ReAct 54.9±0.0 49.1 46.1±0.0 47.7 54.0±0.6 55.1 55.3±1.1 52.8 52.2±1.0 50.8 65.8±0.8 55.7 54.7±0.6 51.9
DFSDT 67.9±0.8 55.2 68.8±0.9 65.4 76.8±0.6 68.4 65.9±1.6 67.9 69.8±0.9 57.3 69.4±0.8 57.4 69.8±0.9 61.9
Reflexion 75.8±0.7 68.7 76.9±0.4 85.0 80.6±0.4 77.2 73.4±1.1 77.4 73.8±1.3 76.6 73.0±1.2 70.5 75.6±0.9 75.9
Smurfs 68.4±0.5 65.0 81.2±1.2 81.0 80.6±1.3 76.6 72.5±1.2 71.7 75.4±0.3 69.4 74.3±0.8 60.7 75.4±0.9 70.7
MIRROR 78.3±0.8 74.8 81.9±0.6 86.9 85.2±0.8 79.7 80.2±1.7 81.1 78.1±1.4 81.5 81.4±0.4 75.4 80.9±1.0 79.9

Qwen2.5-72B

ReAct 53.0±1.0 52.8 63.6±0.4 69.3 60.8±0.8 62.0 60.8±0.7 67.9 57.5±0.7 60.5 54.9±2.7 52.5 58.4±1.1 60.8
DFSDT 62.9±0.4 60.7 66.3±0.7 72.5 62.4±0.1 62.7 64.0±1.2 66.0 65.3±0.9 64.5 58.5±1.4 52.5 63.2±0.8 63.2
Reflexion 76.4±0.3 70.6 75.7±0.6 81.0 75.9±0.9 77.2 72.3±0.2 83.0 77.2±0.7 81.5 79.0±0.8 68.9 76.1±0.6 77.0
Smurfs 77.8±0.9 73.6 81.9±0.2 88.9 78.0±0.1 78.5 76.7±0.6 84.0 79.6±0.7 77.4 88.3±0.4 68.9 80.4±0.5 78.6
MIRROR 83.2±0.8 75.5 85.3±0.3 90.8 81.8±0.3 80.4 77.2±0.3 86.8 80.9±1.1 83.9 89.1±0.8 85.2 82.9±0.6 83.8

GPT-4o

ReAct 58.6±1.1 63.8 61.5±0.7 64.1 62.2±0.3 59.5 61.5±1.6 67.0 54.7±1.9 62.9 52.5±0.7 50.8 58.5±1.1 61.4
DFSDT 68.7±1.9 66.3 66.1±0.7 67.3 73.9±0.5 72.8 67.0±1.0 69.8 65.9±0.7 74.2 67.5±1.0 72.1 68.2±1.0 70.4
Reflexion 76.4±0.3 74.8 76.7±0.9 87.6 74.4±0.4 78.5 71.5±0.8 78.3 73.5±1.1 79.0 72.7±0.8 70.5 74.2±0.7 78.1
Smurfs 75.1±1.3 73.6 79.5±1.1 80.4 81.6±1.2 76.6 77.0±0.4 83.0 76.9±1.0 78.2 84.4±0.7 78.7 79.1±1.0 78.4
MIRROR 82.5±0.3 77.3 83.3±0.5 91.5 86.2±0.7 86.1 77.2±0.2 84.9 80.8±1.0 85.5 88.3±1.5 86.9 83.1±0.7 85.4

ToolLlama-2 SFT 54.0±0.9 48.5 54.1±0.4 50.3 46.1±2.1 49.4 37.9±1.5 46.2 43.1±0.7 46.8 41.3±0.8 37.7 46.1±1.1 46.5

ToolGen SFT 51.2±0.9 47.9 47.8±0.6 45.1 52.4±0.3 43.7 48.7±2.0 52.8 42.3±0.3 45.2 35.5±1.0 29.5 46.3±0.9 44.0

Table 1: Main results on the StableToolBench benchmark. The best-performing method under each LLM core is highlighted in bold. Pass
Rate (%) and Win Rate (%) are the evaluation metrics, with Win Rate calculated by comparing each method to GPT-3.5+ReAct.

LLM Core Method Delivery Commonsense Hard Constraint Final
Rate Micro Macro Micro Macro Pass Rate

GPT-4o Mini ReAct 75.0 54.7 0 0 0 0
MIRROR 96.1 69.0 3.3 5.2 2.2 0

Qwen2.5-72B ReAct 79.4 56.0 0.6 3.3 2.2 0
MIRROR 95.6 64.9 6.7 12.9 9.4 1.7

GPT-4o ReAct 85.6 61.4 5.0 15.2 7.8 2.2
MIRROR 100 73.2 13.9 27.6 13.3 2.2

Table 2: Evaluation results on TravelPlanner benchmark. MIRROR
consistently outperforms ReAct across different LLM cores.

with diverse LLMs (open-source and proprietary), notably
outperforming supervised fine-tuning (SFT) methods like
ToolLlama-2 and ToolGen (both with Pass Rates around
46%), underscoring SFT’s limitations in complex tool use.
This superior performance extends to TravelPlanner, where
MIRROR consistently leads ReAct in Delivery Rate, Com-
monsense Pass Rate, and Hard Constraint Pass Rate. The
efficacy of MIRROR is attributed to its dual-reflection archi-
tecture, which incorporates intra-reflection for immediate er-
ror detection and inter-reflection for strategic optimization.
This approach shows clear advantages over Reflexion’s single
inter-reflection mechanism. Despite these gains, achieving a
high Final Pass Rate on TravelPlanner remains challenging
due to the inherent complexity of managing information and
constraints in multifaceted planning.

Performance across different LLM cores. MIRROR’s ef-
fectiveness varies with the LLM core and benchmark. Across
both StableToolBench (Table 1) and TravelPlanner (Table
2), MIRROR consistently enhanced performance over base-

lines across all evaluated LLMs. On StableToolBench, this
led to average Pass Rate gains (over the next best method)
from 2.5% (Qwen2.5-72B) to 7.0% (GPT-3.5 Turbo), and
Win Rate gains (vs. GPT-3.5+ReAct) from 5.2% (Qwen2.5-
72B) to 9.2% (Claude 3 Haiku). On TravelPlanner, which
tests complex multi-step planning, MIRROR increased De-
livery Rates by amounts ranging from 14.4% (with GPT-4o)
to 21.1% (with GPT-4o Mini). Further, it yielded absolute
improvements in macro Pass Rates for Commonsense (from
3.3% with GPT-4o Mini to 8.9% with GPT-4o) and Hard
Constraints (from 2.2% with GPT-4o Mini to 7.2% with
Qwen2.5-72B).

4.3 Ablation Study
For the ablation studies, we utilized GPT-4o Mini as the LLM
core, with evaluations conducted on StableToolBench using
Pass Rate metric.

Effectiveness of Intra-reflection. Intra-reflection mecha-
nisms are critical for MIRROR’s performance, as shown in
Table 3. The full MIRROR configuration (average Pass Rate:
85.7%) significantly outperforms variants lacking these com-
ponents. Removing Planner, Tool, or Answer Agent intra-
reflection drops the average Pass Rate to 82.1%, 81.3%,
and 79.4%, respectively. Ablating all intra-reflection mech-
anisms causes the largest decline (to 78.7%, a 7.0% drop),
particularly impacting complex instruction-heavy tasks like
G3-Inst. (a 9.9% decrease in this category). These findings
underscore the meaningful contribution of each agent’s intra-
reflection and their combined role in enhancing task decom-
position, tool selection, and output generation.
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Configuration G1-Inst. G1-Cat. G1-Tool. G2-Inst. G2-Cat. G3-Inst. Avg.
MIRROR 84.9±1.2 87.9±0.5 89.5±0.8 82.7±0.6 83.1±0.7 86.1±0.7 85.7±0.8

FC 78.6±0.4 83.7±0.5 79.3±0.3 80.2±0.7 85.6±2.2 91.8±0.7 83.2±0.8

w/o Planner Intra. 83.2±0.5 83.3±0.3 87.0±0.7 76.7±1.1 81.5±0.9 80.9±1.4 82.1±0.8
w/o Tool Intra. 80.4±0.0 84.6±0.5 83.3±0.8 79.7±0.4 80.8±0.5 79.0±0.4 81.3±0.4
w/o Answer Intra. 81.7±0.6 80.8±0.6 83.1±0.9 74.8±0.8 78.6±1.0 77.6±1.7 79.4±0.9
w/o Intra. 78.0±1.1 79.0±0.3 81.3±1.2 76.7±0.4 80.8±0.8 76.2±1.3 78.7±0.9

w/o Long-term Memory 83.5±0.1 86.2±0.9 85.7±1.3 79.4±1.0 81.0±0.3 83.9±1.4 83.3±0.8
w/o Short-term Memory 81.1±0.6 81.3±0.6 84.7±1.9 78.3±2.0 81.9±0.0 79.0±1.4 81.1±1.1
w/o Inter. 80.4±0.9 80.2±0.4 84.5±0.9 75.9±1.5 79.7±2.2 82.5±0.8 80.5±1.1

w/o Reflection 78.6±0.4 80.3±1.1 82.4±1.7 72.6±0.4 77.4±0.3 75.4±1.3 77.8±0.9

Table 3: Ablation study of MIRROR components and Tool Agent strategies. Default MIRROR (top row, bolded) uses a prompt-based Tool
Agent; the FC configuration employs function calling for the Tool Agent. All values are Pass Rates (%). Abbreviations: Intra. = Intra-
reflection, Inter. = Inter-reflection, FC = Function Calling.

Figure 3: The distribution of intra-reflection scores across three
agents.

Intra-reflection score distribution. Figure 3 reveals dis-
tinct intra-reflection score distributions for the three agents.
Scores for the Answer Agent are more uniformly distributed,
with a notable proportion below the threshold, contrasting
with the higher-clustering scores of the Planner and Tool
Agents. This unique distribution for the Answer Agent aligns
with findings from our ablation study (Table 3), where remov-
ing its intra-reflection mechanism most significantly impacts
system performance. Such a significant impact underscores
its critical role in filtering substandard outputs to preserve
overall system quality.

Score threshold selection. Preliminary experiments indi-
cated that threshold scores (e.g., Planner Agent at the 90th
percentile) yield strong, generalizable results. Thresholds
in the 80-90th percentile range effectively balance efficiency
and quality. For the Planner Agent, specific threshold values
of 7, 8, and 9 yielded Pass Rates of 82.3%, 83.3%, and 85.7%,
respectively.

Impact of Inter-reflection. Disabling inter-reflection, as
per Table 3, reduces MIRROR’s average Pass Rate from
85.7% to 80.5%. This mechanism comprises long-term and
short-term memory. Ablating long-term memory (83.3%) af-
fects consistent planning and strategic decision-making. Re-
moving short-term memory causes a larger drop (81.1%), un-
derscoring its critical role in immediate action selection, local

Figure 4: Comparison of MIRROR and other baselines regarding
performance and cost.

decision sequences, and maintaining coherence within task
episodes. Thus, inter-reflection is a key architectural compo-
nent for coordinating tactical and strategic decisions across
diverse tasks.

Rounds of Inter-reflection. The number of inter-reflection
rounds significantly influences both efficacy and token con-
sumption. Optimal performance is achieved with 5 rounds,
yielding an 85.7% Pass Rate at a cost of 13.6k tokens per
query. Fewer rounds, such as 3, result in a lower Pass Rate
of 83.4% although with marginally fewer tokens (12.8k per
query). Conversely, increasing to 7 rounds not only elevates
token usage substantially to 17.2k per query but also leads
to a decline in effectiveness, with the Pass Rate dropping to
82.3%. This performance degradation with excessive reflec-
tion is likely attributable to induced redundancy and potential
reasoning errors.

Prompt vs. Function Calling. In this analysis, we replace
the Tool Agent’s prompt-based approach with the LLM’s
function calling (FC) mode to evaluate its impact on per-
formance. Table 3 shows that the prompt-based strategy
achieves a higher average Pass Rate of 85.7% compared to
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Figure 5: A case study demonstrating MIRROR’s solution process.

83.2% for FC. This demonstrates that the function calling ca-
pability of existing LLMs still requires further improvement.
Token efficiency analysis. Figure 4 shows MIRROR
achieving the highest Pass Rate while using fewer tokens per
query than DFSDT and Smurfs. While ReAct and Reflexion
are more token-efficient, they yield lower Pass Rates. MIR-
ROR’s efficiency is attributed to its dual-reflection architec-
ture: intra-reflection provides early error detection and qual-
ity control, and inter-reflection optimizes decision paths. This
integrated design enables high performance with minimized
computational overhead.
Discussion on LLM core capabilities. We utilized GPT-
4o-2024-05-13 and GPT-4o-mini-07-18. Given their differ-
ences in both size and training datasets, tool-learning capa-
bility is not dictated by model size alone. This is evident
on StableToolBench, where MIRROR with GPT-4o-mini-07-
18 achieved an average Pass Rate of 85.7% (Table 3), out-
performing GPT-4o-2024-05-13 with MIRROR (83.1% av-
erage Pass Rate, Table 1). Similarly, on the external BFCL-v1
benchmark [Yan et al., 2024] (updated 08/11/2024), GPT-4o-
mini-07-18 (87.35 accuracy) also surpassed GPT-4o-2024-
05-13 (84.12 accuracy).

4.4 Case Study
Figure 5 illustrates MIRROR’s dual-reflection orchestrating
complex task execution. In Round 1, after the Planner Agent
decomposes the task, the Tool Agent’s initial parameter se-
lection for subtask 1 is flawed. MIRROR’s tool-level intra-
reflection swiftly intervenes; operating without specific ex-

pected results for the subtask, it employs standard, generaliz-
able criteria (e.g., function alignment, experiential learning)
for an objective, pre-execution correction of the parameters.
Despite this successful local fix and completion of all planned
subtasks, the final answer remains suboptimal due to the Plan-
ner Agent’s inadequate initial task decomposition.

Through inter-reflection on the complete execution trajec-
tory, MIRROR identifies this planning limitation, prompting
the Planner Agent to revise its task decomposition strategy.
In the second round, the Planner Agent adds the crucial sub-
task 4, which was overlooked initially. This more compre-
hensive task decomposition, combined with accurate function
selection, leads to a high-quality solution, demonstrating how
MIRROR’s reflection mechanisms effectively address errors
at both planning and execution levels.

5 Conclusion
We present MIRROR, an innovative framework that advances
tool use capabilities through the systematic integration of pre-
execution assessment (intra-reflection) and post-execution
learning (inter-reflection) in a collaborative multi-agent en-
vironment. Rigorous evaluations conducted on both Stable-
ToolBench and TravelPlanner benchmarks demonstrate that
our dual-reflection approach substantially enhances tool in-
teraction reliability and task execution capabilities. These
findings not only validate MIRROR’s effectiveness but also
underscore the fundamental role of reflection mechanisms in
advancing agents’ capability to interact with external envi-
ronments through tools.
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