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Abstract
Autonomous systems operating in the real world
encounter a range of uncertainties. Probabilis-
tic neural Lyapunov certification is a powerful ap-
proach to proving safety of nonlinear stochastic
dynamical systems. When faced with changes
beyond the modeled uncertainties, e.g., uniden-
tified obstacles, probabilistic certificates must be
transferred to the new system dynamics. How-
ever, even when the changes are localized in a
known part of the state space, state-of-the-art re-
quires complete re-certification, which is particu-
larly costly for neural certificates. We introduce
VeRecycle, the first framework to formally reclaim
guarantees for discrete-time stochastic dynamical
systems. VeRecycle efficiently reuses probabilistic
certificates when the system dynamics deviate only
in a given subset of states. We present a general the-
oretical justification and algorithmic implementa-
tion. Our experimental evaluation shows scenarios
where VeRecycle both saves significant computa-
tional effort and achieves competitive probabilistic
guarantees in compositional neural control.
Code — https://github.com/SUMI-lab/VeRecycle
Extended version — https://doi.org/10.48550/
arXiv.2505.14001

1 Introduction
Autonomous systems often exhibit nonlinear stochastic be-
havior. In safety-critical applications (e.g., robot navigation),
it is crucial to provide provable guarantees for autonomous
systems, both in terms of performance (e.g., reaching a target)
and safety (e.g., avoiding material damage) [Kwiatkowska
and Zhang, 2023]. The latter is particularly challenging to
guarantee for the multitude of uncertainties of the real world.
For instance, a spill of water may violate the friction thresh-
old for a robot to move at the required safe speed.

Designing safe control for a stochastic nonlinear dynamical
system, as a general model for many real-world autonomous
systems, is enabled by the Lyapunov theory [Kalman and
Bertram, 1959]. Initially developed for proving the stabil-
ity of deterministic dynamical systems, Lyapunov theory pre-
scribes the construction of a potential-energy function, which

characterizes system dynamics and, when obeying a set of
given conditions, becomes a formal certificate for the de-
sired specification. Reaching the target while avoiding un-
safe states can be naturally formulated as Lyapunov stabil-
ity: the system’s potential energy decreases towards the target
region and increases around unsafe regions. Lyapunov cer-
tification extends to stochastic dynamical systems [Blumen-
thal and Getoor, 1968] and to proving reach-avoid properties
thereof [Prajna et al., 2004].

Overwhelming success of neural networks in visual recog-
nition and especially feasibility of their verification [Katz
et al., 2017; Gehr et al., 2018; Zhang et al., 2018; Kou-
varos and Lomuscio, 2021; Wu et al., 2024] galvanized
the research community into adoption of neural compo-
nents in control design. Verification of dynamical systems
under neural control called for an alternative to sum-of-
square programming [Papachristodoulou and Prajna, 2002;
Topcu et al., 2008], limited to polynomial dynamics. Neu-
ral Lyapunov certification proved successful for determin-
istic systems [Richards et al., 2018; Chang et al., 2019;
Abate et al., 2021; Edwards et al., 2023; Dawson et al.,
2023]. Recently, inspired by termination analysis of stochas-
tic programs [Giacobbe et al., 2022], probabilistic neural
Lyapunov certification solidified its place as the state-of-the-
art for reach-avoid properties of stochastic dynamical sys-
tems under neural control [Žikelić et al., 2023a; Ansaripour
et al., 2023; Chatterjee et al., 2023; Mathiesen et al., 2023;
Abate et al., 2024; Badings et al., 2024].

For a given model of dynamics and a control policy, state-
of-the-art probabilistic reach-avoid certificates guarantee that
with probability above a given threshold, the system will
reach a target set of states while avoiding unsafe states. How-
ever, in scenarios where the system dynamics deviate from
their stochastic model, even if only in a known subset of
system states, the originally computed certificate requires re-
validation to transfer its guarantee. Yet, there exists no prin-
cipled way to infer if the changes in the dynamics affect the
guarantees or to reuse the corresponding certificate, without
repeating costly (neural) certification.
Example 1. A robot navigates a warehouse with slippery
floors, meaning the result of the robot’s actions is proba-
bilistic. To safely reach room 8 starting from room 0 (dotted
squares in Figure 1 mark the centers of the rooms), the robot
is controlled by a composition of neural policies, including
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Figure 1: A probabilistic certificate (color gradient) for a navigation
subtask 4□ (yellow) → 5□ (green), with darker color indicating
higher probability of the system (with trajectories sampled in white)
to complete the subtask while avoiding the walls (outlined in red).
Dashed line shows original certified probability threshold, solid line
shows threshold reclaimed by VeRecycle after a localized change in
the system’s dynamics (slanted blue pattern).

one guiding it from room 4 to 5, avoiding collision with the
walls. Figure 1 visualizes a probabilistic neural certificate,
which guarantees that starting anywhere close to the center
of room 4, the robot will safely reach the center of room 5 with
probability at least 0.88. Suppose that an unidentified obsta-
cle appeared in room 2 and the whole room is now deemed
unsafe. Although the obstacle is not interfering with the given
subtask, visual inspection shows the certificate is now invalid
(dashed line crosses the area around the obstacle).

In this work, we propose the first, to the best of our knowl-
edge, theoretical justification for reclaiming probabilistic
reach-avoid guarantees for neural control policies of discrete-
time stochastic dynamical systems affected by a localized
change, i.e., for which the dynamics changed in a given sub-
set of the state space. In that, we assume no knowledge about
the nature of the change.

Our approach, called VeRecycle, takes as input a neural
control policy and a probabilistic neural reach-avoid certifi-
cate with a particular probability threshold. For an arbitrary,
possibly unknown, change in the system dynamics affecting
a known subset of the state space, VeRecycle automatically
infers a new certified reach-avoid probability threshold.

In Example 1, VeRecycle quickly identifies the affected
certificate and updates its threshold to 0.70 (solid line has

no intersection with the unsafe area), without any additional
neural training. This enables further use of existing neural
policies and reclaiming the global probabilistic guarantee.

VeRecycle magnifies the advantages of tackling the prob-
lems with innate modular structure through the prism of lo-
calized analysis, for which compositional approaches to con-
trol and—with VeRecycle—certification demonstrate greater
scalability [Neary et al., 2023; Žikelić et al., 2023b; Zhang et
al., 2023; Delgrange et al., 2024]. In compositional control,
our approach 1) automatically identifies which components
of the compositional policy are affected by the change and
2) eliminates—when possible—the need for costly repairs of
neural control policies, certificates, or system models by us-
ing unaffected components in a new compositional policy.

To summarize, we propose VeRecycle, a framework to
formally reclaim guarantees from probabilistic neural certifi-
cates for discrete-time stochastic dynamical systems after lo-
calized changes. First, we formally prove that sound guar-
antees are inferred by VeRecycle from (approximated) infima
of the original certificates. Second, our experimental evalu-
ation demonstrates scenarios where VeRecycle’s guarantees
are competitive—particularly for compositional control—
compared to complete re-certification, with computational
cost reduced by three orders of magnitude. Thus, VeRecy-
cle enables higher flexibility and scalability of the state-of-
the-art probabilistic reach-avoid certification of discrete-time
stochastic dynamical systems.

2 Preliminaries
We consider discrete-time stochastic dynamical systems Σ =
(X,U,W, f, µ), defined by the following equation ∀t ∈ N>0:

xt+1 = f(xt,ut,wt), wt ∼ µ, (1)

where xt ∈ X ⊆ Rn is the n-dimensional state of Σ at
time t with x0 as the initial state, ut ∈ U ⊆ Rm is the m-
dimensional control input Σ at time t, and wt ∈ W ⊆ Rp

is the p-dimensional realization of stochastic disturbance of
Σ at time t. Transitions between states follow the dynamics
function f : X×U×W→ X, and the probability distribution
µ over W, from which wt is sampled independently at each
time step. When the control inputs are determined by a policy
π : X→ U, i.e., ut := π(xt), Σ is said to be controlled by π.

An infinite sequence of state, action, and disturbance
triples (xt,ut,wt)t∈N0 is a trajectory if for all time steps
t ∈ N>0, it holds that xt+1 = f(xt,ut,wt), ut = π(xt), and
wt ∈ support(µ). Given a fixed initial state x0, Markov de-
cision process (MDP) semantics establish a probability space
over all such trajectories [Puterman, 2014]. The probability
measure and expectation within this probability space are de-
noted PΣ,π

x0
and EΣ,π

x0
, respectively.

For the system semantics and probability measures to
be well-defined, we assume X, U, and W to be Borel-
measurable. Moreover, we follow the standard assumptions
from control theory that f and π are Lipschitz continuous,
and that X and W are closed and bounded.

2.1 Reach-avoid Verification
A common way to quantify the performance and safety of
control policies for stochastic dynamical systems is via prob-

Preprint – IJCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.



Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

abilistic reach-avoid specifications, which enforce a threshold
on the probability of reaching a target state without encoun-
tering unsafe states.
Definition 1. A reach-avoid specification is a tuple
(X⋆,X⊘,X0, ρ), where X⋆,X⊘,X0 ⊆ X are target states,
unsafe states, and initial states, respectively, and ρ ∈ [0, 1] is
a probability threshold, i.e., minimally acceptable probabil-
ity with which the specification holds. A system Σ controlled
by a policy π satisfies a reach-avoid specification, denoted
Σ, π ⊨ (X⋆,X⊘,X0, ρ), if and only if, for all x0 ∈ X0,

PΣ,π
x0
{∃τ ∈ N0 : xτ ∈ X⋆ ∧ (∀t < τ ∈ N0 : xt /∈ X⊘)} ≥ ρ.

Example 2. Consider the original system described in Ex-
ample 1, i.e., before water was spilled. This stochastic dy-
namical system Σ has a two-dimensional state space X =
[0, 3]2, the two features being x and y coordinates, respec-
tively. The navigation task of safely moving from room 4 to
5 (yellow and green in Figure 1 respectively) with at least
a probability of 0.88, is a reach-avoid specification φ where
X⋆ = [2.4, 2.6] × [1.4, 1.6], X⊘ is the union of the walls,
X0 = [1.4, 1.6]2, and ρ = 0.88.

To verify that a reach-avoid specification holds for a sys-
tem under a particular policy, one can construct probabilistic
reach-avoid certificates, whose existence serves as proof.

Definition 2 ([Žikelić et al., 2023a]). A continuous function
C : X → R≥0 is a reach-avoid certificate for a system Σ,
policy π, and reach-avoid specification φ = (X⋆,X⊘,X0, ρ),
if and only if the following conditions hold:

1. Initial condition: for all x ∈ X0, C(x) ≤ 1;

2. Safety condition: for all x ∈ X⊘, C(x) ≥ 1
1−ρ ;

3. Decrease condition: there exists ε > 0, such that for all
x ∈ X\X⋆ either Ew∼µ[C(x)−C(f(x, π(x),w))] ≥ ε
or C(x) ≥ 1

1−ρ .

The existence of a probabilistic reach-avoid certificate proves
(i.e., certifies) that Σ, π ⊨ φ. We use the shorthand C(S) :=
{C(x) | x ∈ S} for the image of a subset S ⊆ X under C.

The z axis (color gradient) in Figure 1 shows an example of
a reach-avoid certificate for the specification φ and system Σ
defined in Example 2. Intuitively, the third condition requires
that, in any state, Σ is unlikely to transition to a state with a
higher value in C, with larger differences being increasingly
improbable. Consequently, the first and second conditions
establish that from the initial states (with values≤ 1), it is rare
to reach the unsafe states (with values ≥ 1

1−ρ ). Furthermore,
Σ is likely to progress toward the lowest-valued part of the
certificate. Since only the target area is permitted to violate
the decrease condition and fall below the safety value 1

1−ρ ,
the certificate takes its lowest value in the target area, to which
the state of the system eventually converges.

Constructing probabilistic reach-avoid certificates analyti-
cally is challenging, especially for nonlinear system dynam-
ics or neural policies. Thus, the state-of-the-art is a counter-
example guided synthesis procedure that outputs a certificate
in the form of a neural network—a neural certificate [Žikelić
et al., 2023a; Chatterjee et al., 2023; Badings et al., 2024].

The procedure loops between learning and verification until a
correct certificate is found or the allotted time is exceeded; in
the latter case, the result is inconclusive.

The learning procedure optimizes the candidate certificate
on differentiable versions of conditions 1–3 from Definition 2
for a set of randomly sampled states and a set of counterex-
amples produced by the verification procedure. The verifi-
cation procedure discretizes the continuous state space into
“cells”, verifying conditions 1–3 soundly for all states within
the cells using Lipschitz constants and interval bound propa-
gation (IBP) [Mirman et al., 2018; Gowal et al., 2019]. If the
verification is inconclusive for a cell, i.e., when the bounds
given by IBP and Lipschitz reasoning are not tight enough
to prove or disprove the conditions for all states in the cell,
the cell is split into smaller cells to attempt verification again.
If a condition is certainly violated for a cell, the verification
procedure feeds all states in the cell back into the learning
procedure as counterexamples for further optimization.

3 Problem Statement
We formulate the general problem of reclaiming guarantees
from probabilistic reach-avoid certificates after a change in
system dynamics. Our problem formulation specifically ad-
dresses changes that affect the system dynamics only in a
known subset of states X?. Importantly, this definition does
not require additional knowledge of the new dynamics. In-
stead, the aim is to determine guarantees that are valid for
any alternative dynamics function, as long as anywhere out-
side X?, the function is equivalent to the original dynamics.

This formulation captures a wide range of changes, such
as the detection of unidentified obstacles, the appearance of
materials with unknown friction coefficients within a specific
region, or the onset of unexplained stochastic phenomena oc-
curring exclusively within a certain velocity range.

Formally, we consider a stochastic dynamical system Σ =
(X,U,W, f, µ) controlled by a policy π, that satisfies a reach-
avoid specification φ = (X⋆,X⊘,X0, ρ), and a reach-avoid
certificate C proving that relation, i.e., C certifies Σ, π ⊨ φ.
Definition 3. Given states X? ⊂ X, a threshold ρ′ ∈ [0, 1] is
reclaimable, if and only if C certifies Σ̃, π ⊨ (X⋆,X⊘,X0, ρ

′)

for all Σ̃ = (X,U,W, f̃ , µ), such that

{x ∈ X | ∃u,w : f̃(x,u,w) ̸=f(x,u,w)} ⊆ X?. (2)

Problem 1. Given a certificate C, original threshold ρ, and
states X? ⊂ X, determine the maximum reclaimable thresh-
old ρ′ ≤ ρ, denoted ρ̃ .
Example 3 (Example 2 continued). The spilled water in the
blue hatched area in Figure 1 creates a new, alternative sys-
tem with dynamics function f̃ ,

f̃(x,u,w) =

{
? if x ∈ [2, 3]× [0, 1]

f(x,u,w) otherwise.
(3)

The solution to Problem 1 for X? = [2, 3] × [0, 1] gives
us a threshold ρ̃ on the probability of reaching green with-
out colliding with walls. Whether the consequences of the
spilled water are erratic movements, a complete shut-down,
or barely noticeable, should not matter for this threshold: C
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should certify ρ̃ for any possible realization of f̃ and be the
largest threshold ≤ ρ for which this holds.

We remark that Problem 1 defines a maximum threshold
that is always valid, i.e., without any assumptions on the new
dynamics function beyond Equation 2, and for a fixed C and
π. While higher probability thresholds might be obtainable
once the actual new dynamics are specified, such thresholds
are not the generally valid thresholds of Problem 1: we are
specifically interested in solving the problem for unknown
dynamics in a known set of states. Similarly, updating the
certificate or policy for the changed dynamics could also re-
sult in a higher threshold than ρ̃ . However, since the state-of-
the-art certification of nonlinear, stochastic dynamics and/or
neural policies is done with neural networks, changing them
requires costly additional training and verification.

Thus, for applications where a new model of the dynam-
ics can be obtained and alternative policies and certificates
can be trained, the general solution to Problem 1 still serves
a practical purpose. If the general threshold already matches
the original specification or falls within some acceptable mar-
gin, there is no need to update the system model and repeat
costly re-certification. Thus, a solution to Problem 1 serves
as proof that such updates are truly necessary before spending
significant computational resources.

4 VeRecycle
We propose VeRecycle, a framework to reclaim guarantees
from reach-avoid certificates given a subset of states X? in
which dynamics may have changed, as formulated in Prob-
lem 1. VeRecycle exploits a relation between the maximum
reclaimable probability threshold ρ̃ and the infimum of a cer-
tificate on X?. First, we formalize this relation and prove that
it provides an exact solution to Problem 1. Second, we dis-
cuss how VeRecycle reduces computational costs through ap-
proximations of infima for neural certificates while still pro-
viding soundness guarantees.

4.1 Exact Solution
In this subsection, we prove that an exact solution ρ̃ to
Problem 1 depends only on the original bound ρ and the
lowest value the certificate takes for states in X?: the in-
fimum inf{C(X?)}. In particular, we show that whenever
inf{C(X?)} ≥ 1, ρ̃ equals

min

(
ρ, 1− 1

inf{C(X?)}

)
, (4)

and that otherwise no reclaimable threshold exists.
We first show that whenever inf{C(X?)} ≥ 1, Equation 4

upper-bounds and lower-bounds ρ̃ (Lemmas 1 and 2 respec-
tively). Subsequently, we combine these results with a proof
of the non-existence of ρ̃ in case inf{C(X?)} < 1, complet-
ing our proof of the relation.
Lemma 1 (Lower bound of ρ̃ ). If inf{C(X?)} ≥ 1, then
Equation 4 lower-bounds the maximum reclaimable threshold
ρ̃ defined in Problem 1.

Proof sketch (proof in the extended version). We set ρ′ to
Equation 4 and prove that it is a reclaimable threshold for C.

By definition of a maximum, it follows that the maximum
of all such reclaimable thresholds, ρ̃ , is lower-bounded by
Equation 4.

Threshold ρ′ is reclaimable because it is chosen precisely
such that for all states in X?, the certificate value is at least

1
1−ρ′ . Intuitively, this means that the states with unknown
dynamics are visited rarely enough that we do not need to
have an expected decrease of the certificate’s value there: we
reach those states with a probability ≤ 1− ρ′.

For states outside of the changed states X?, the expected
value of the subsequent states remains unchanged since the
dynamics function in X\X? and the certificates’ values re-
main unchanged. Note that even if one of the future subse-
quent states is within X? and may therefore have new dynam-
ics, this does not change the expectation in the current state,
since the expectation is calculated over one time-step only.
Conditions 1 and 2 follow similarly because they were satis-
fied for the original system and threshold, which concludes
the proof of Lemma 1.

Lemma 2 (Upper bound of ρ̃ ). If inf{C(X?)} ≥ 1, then
Equation 4 upper-bounds the maximum reclaimable thresh-
old ρ̃ defined in Problem 1.

Proof sketch (proof in the extended version). Any re-
claimable threshold, including the maximum (ρ̃ ), must be a
valid threshold for all realizations of f̃ , including fully ab-
sorbing dynamics, i.e., where f̃(x,u,w) = x, ∀x ∈ X?. For
such absorbing dynamics, it is impossible to prove the ex-
pected decrease of the certificate, since the expectation al-
ways equals the certificate’s value in the current state. Thus,
by condition 3 of Definition 2, the infimum of the certificate
in X? must be above 1

1−ρ̃ , from which we derive the inequal-
ity in Lemma 2.

Lemma 3. If inf{C(X?)} < 1, then ρ̃ does not exist.

Proof sketch (proof in the extended version). We prove the
implication of Lemma 3 by assuming that ρ̃ exists, and con-
cluding that inf{C(X?)} ≥ 1. If ρ̃ exists, it must be valid
for fully absorbing dynamics: f̃(x,u,w) = x, ∀x ∈ X?.
Thus, by condition 3 of Definition 2, the infimum of the
certificate in X? must be above 1

1−ρ̃ , from which we derive
inf{C(X?)} ≥ 1.

Theorem 1 (Equality to ρ̃ ). The maximum reclaimable
threshold ρ̃ defined in Problem 1 does not exist if
inf{C(X?)} < 1, and otherwise ρ̃ equals Equation 4.

Theorem 1 follows directly from Lemmas 1 to 3. A formal
proof is given in the extended version.

4.2 Sound Approximation
Theorem 1 proves that the exact solution to Problem 1 only
depends on the infimum of the certificate for X? and the orig-
inal certified threshold ρ. In practice, however, finding the in-
fimum of a certificate can be expensive and difficult to scale,
particularly for neural certificates. To address this, VeRecy-
cle is equipped to work with approximations of the infimum,
while still producing only sound thresholds.

Specifically, methods such as interval bound propagation
(IBP) [Gowal et al., 2019] can be used to determine values
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I− and I+ such that I− ≤ inf{C(X?)} ≤ I+. With these
bounds on the infimum, we can determine guaranteed bounds
on the exact solution in Equation 4:

ρ̃− = min

(
ρ, 1− 1

I−

)
; ρ̃+ = min

(
ρ, 1− 1

I+

)
. (5)

Theorem 2. If I− ≤ inf{C(X?)} ≤ I+ and I− ≥ 1, then
ρ̃− ≤ ρ̃ ≤ ρ̃+.

Proof sketch (proof in the extended version). We show
that the function in Equation 4 is monotonically increas-
ing for inf{C(X?)} on the interval (0,∞). Additionally, if
inf{C(X?)} ≥ 1 the formula in Equation 4 is, by Theorem 1,
equal to ρ̃ . Thus, if 1 ≤ I− ≤ inf{C(X?)} ≤ I+, it follows
that ρ̃− ≤ ρ̃ ≤ ρ̃+.

VeRecycle outputs ρ̃− as a guaranteed threshold, certified
by the original certificate for any realization of f̃ . The tight-
ness of I− to inf{C(X?)}—and, consequently, ρ̃− to ρ̃—
depends on the size of the interval used for IBP. Thus, VeRe-
cycle uses a mesh to split up X? into smaller intervals, in-
creasing the tightness of ρ̃− to ρ̃ .

If ρ̃− is unsatisfactory, e.g., it does not match the original
guarantee, or exceeds some permissible drop in probability,
X? can be split up using a finer mesh. Such a refinement is
only done if the desired threshold is below ρ̃+: otherwise,
the desired threshold cannot be obtained by refinement. In
those cases, VeRecycle’s output serves as proof that certifica-
tion of the specification cannot be achieved without making
additional assumptions on the changed dynamics, and/or per-
forming additional training of the neural certificate.

The complexity of VeRecycle depends only on the com-
plexity of determining (approximate) infima. For neural cer-
tificates, it is therefore determined by the complexity of IBP
and the mesh size used.

5 VeRecycle for Compositional Control
VeRecycle is particularly valuable for systems under compo-
sitional control, in which a selection of policies is executed
sequentially to complete a complex task. The modularity
of such control allows VeRecycle to first reclaim guarantees
for each component individually. Subsequently, the least af-
fected components can be reused directly in a new composi-
tion, minimizing the need for costly repairs to neural control
policies, certificates, and system models.

We consider compositional control based on a reach-avoid
specification that is decomposed into several connected sub-
tasks, either manually or automatically [Jothimurugan et al.,
2021]. This task decomposition is represented as a directed
graph G = (V,E, v0, v⋆, β) where the mapping function
β : V ∪ E → X relates the graph’s elements to a stochas-
tic dynamical system’s state space: an edge e from vertex va
to vb represents the task of reaching β(vb) from β(va) while
avoiding β(e).

A compositional policy for G then consists of a set of
edge-associated policies {πe | e ∈ E} and a path π⋆ =
(v0, . . . , vk) in G, representing sequential execution of the
policies πe associated with each traversed edge e. Certifi-
cation of the global reach-avoid specification φ with thresh-
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Figure 2: A compositional policy (blue) for a decomposed reach-
avoid task: 0 (yellow) → 8 (green). Vertices are discrete abstrac-
tions of the rooms in the continuous environment. A directed edge
signifies the existence of a certified policy between two rooms. Up-
dated thresholds (black; original in red) reveal that the old path (red
edges) no longer maximizes the global probability threshold.

old ρ, requires that valid probability thresholds ρe and cor-
responding certificates Ce are given for all edge-associated
policies πe, and that multiplying them along the edges of the
path π⋆ results in a value above the global probability thresh-
old, i.e.

∏k
i=1 ρ(vi−1,vi) ≤ ρ.

Example 4. We return to the running example of a robot nav-
igating a warehouse with nine rooms. The goal—to navigate
from the center of room 0 to the center of room 8—is broken
down into subtasks of moving between two specific rooms.
The specific task decomposition graph G is shown in Fig-
ure 2, with function β mapping vertices 0–8 to the dashed
regions in Figure 1, and each edge to the walls (X⊘). The
compositional policy used to control the robot consists of the
path π⋆ = (0, 1, 2, 5, 8) highlighted in red, and for each edge
e, a policy πe. This compositional policy is certified for the
original dynamics of the system: for each edge e, some cer-
tificate Ce is given that proves a threshold ρe.

Algorithm 1 shows how VeRecycle can be used to reclaim
guarantees for such compositional policies, given the set X?

with changed dynamics, the graph G, and the sets of edge-
associated certificates. For each edge in the task decomposi-
tion graph G used by the compositional controller, VeRecy-
cle is invoked to reclaim a guaranteed threshold for the orig-
inal certificate, ensuring validity for any change within X?

(Line 3). Each edge in G is assigned the weight − log(p),
where p is the threshold obtained from VeRecycle (Line 4).
The problem of maximizing the probability threshold of a
path becomes a minimization problem that can be solved by
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Algorithm 1: Recomposing Compositional Policies
Data: Set X?, graph G = (V,E, v0, v⋆, β), certificates

{Ce | e ∈ E} and thresholds {ρe | e ∈ E}.
Result: Path π̃⋆ and threshold ρ̃ .

1 W ← empty hash map
2 foreach e ∈ E do
3 ρ̃e ← VERECYCLE(Ce, ρe,X?)
4 W [e]← − log ρ̃e

5 (v0, . . . , v⋆), weight← SHORTESTPATH(G,W )

6 ρ̃ ← 2−weight

7 return (v0, . . . , v⋆), ρ̃

an out-of-the-box shortest-path solver (Line 5). The sum of
the weights along the shortest path is then converted into the
probability threshold for that path (Line 6).

Example 5 (Example 4 continued). Once water has been
spilled, the new dynamics f̃—unknown in the states X? =
[2, 3] × [0, 1]—take effect. Given X?, G, {Ce | e ∈ E}, and
{ρe | e ∈ E}, Algorithm 1—invoking VeRecycle for each
edge—outputs an alternative blue path π̃⋆ = (0, 3, 4, 7, 8)
highlighted in Figure 2 which is certified to have at least
ρ̃ = 0.88 · 0.84 · 0.75 · 0.62 ≥ 0.33, regardless of the ef-
fect of the spilled water. Although the certified threshold on
the original path π⋆ has dropped to zero, an alternative with
non-trivial guarantees could still be obtained. This illustrates
how VeRecycle can exploit the modular nature of composi-
tional policies while leaving policies and certificates (often
neural networks) unaltered.

The complexity of Algorithm 1 depends on the complexity
of the calls to VeRecycle in Line 3, made once for each edge
in the graph. While this complexity could likely be reduced
further by minimizing the number of VeRecycle calls, e.g., a
shortest-path solver with on-demand calls to VeRecycle only,
this is outside the scope of this work. Algorithm 1 serves as
a proof-of-concept implementation of VeRecycle applied to
compositional control.

6 Evaluation
We demonstrate a VeRecycle implementation with interval
bound propagation [Gowal et al., 2019] to approximate in-
fima of neural certificates. We analyze the efficiency and
quality of reclaimed guarantees by VeRecycle on both stand-
alone and compositional neural control in the “Stochastic
Nine Rooms” benchmark (Figure 2) introduced by Žikelić et
al. [2023b], with new, unknown dynamics in one of the rooms
(e.g., the blue hatched area).

Out-of-the-box baselines are unavailable since, to the best
of our knowledge, VeRecycle is the first framework to re-
claim sound guarantees without requiring updated models of
the dynamics. As a baseline, we therefore use state-of-the-
art neural certification [Badings et al., 2024] on worst-case
dynamics in X? (absorbing, i.e., xt+1 = xt), treating X? as
part of the unsafe set X⊘. We consider three settings for this
baseline. First (B-I), verifying that a given new threshold—
output by VeRecycle—is valid for the original certificate, i.e.,

Threshold ρ̃−

Method Time (s) Loose C Tight C All

VeRecycle 0.33±0.66 0.58±0.35 0.65±0.35 0.59±0.35

B-I 9.22±2.79 0.58±0.35 0.65±0.35 0.59±0.35

B-II 191.73±161.64 0.61±0.34 0.64±0.34 0.62±0.34

B-III 918.96±190.64 0.51±0.31 0.53±0.29 0.51±0.31

Table 1: Runtime and reclaimed probability thresholds, averaged
(with standard deviation) over 5 random seeds and 63 tasks (9 spec-
ifications × 7 changes). Thresholds are grouped by the quality of
original certificate C: tight certificates (available for 2 out of 9 spec-
ifications) are below 1

1−ρ
only inside the rooms containing X0 and

X⋆. Best result per column is marked in bold.

given C and ρ′, decide correctness. Second (B-II), finding a
correct threshold given the original certificate as a candidate,
i.e., given C, find a valid ρ′ and C ′. Third (B-III), finding
a correct threshold and certificate from scratch, i.e., deter-
mine ρ′ and C ′, without C. All experiments are run on Delft
High Performance Computing Centre (DHPC) [2024] with
NVIDIA A100 GPUs.

6.1 Experiment 1: Individual Certificates

We analyze VeRecycle’s reclaimed thresholds for 63 unique
tasks, combining 9 reach-avoid specifications (graph edges
in Figure 2) with 7 different subsets X? (rooms). As input,
we use neural policies obtained through proximal policy op-
timization (PPO) [Schulman et al., 2017] with neural reach-
avoid certificates [Badings et al., 2024]. Technical details are
provided in the extended version.

In runtime (Table 1, column 2), VeRecycle outperforms the
baseline on all settings. Searching for a new threshold and
certificate from scratch (B-III) requires the highest compu-
tation time. Using the original certificate as a candidate (B-
II) reduces computation time by an order of magnitude, em-
phasizing the benefit of reusing original verification results.
When informed of a correct threshold by VeRecycle (B-I)
runtime decreases further, demonstrating the benefit of in-
ferring thresholds from certificates rather than trial-and-error
search. VeRecycle outperforms B-I by two orders of magni-
tude, showing the efficiency of ignoring unaffected states.

In addition to requiring less computational effort, VeRecy-
cle produces tighter probability thresholds (Table 1, columns
3–5) than re-verification from scratch (B-III). While re-
verification with the original certificate (B-II) produces
higher thresholds on average, VeRecycle performs compara-
bly on high-quality input certificates—where C(x) ≥ 1

1−ρ

for all rooms outside the initial and target rooms. As illus-
trated in Figure 3, B-II can refine unnecessary low-valued
states in “loose” certificates to achieve a higher threshold than
VeRecycle. However, this refinement process is computation-
ally expensive, making VeRecycle a lightweight alternative to
identify when certificate refinement is necessary. Future work
on improving certification techniques for generating higher-
quality certificates would further enhance VeRecycle’s per-
formance and applicability.
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Figure 3: Example of a “loose” original certificate (gradient left)
refined by baseline algorithm (gradient right) to obtain an updated
threshold ρ̃ (solid line) closer to the original ρ (dashed line). Yellow
(X0), green (X⋆), red (X⊘), and blue (X?) denote task sets.

Avg. ρ̃− per X? location

Method Target adj. Other All

VeRecycle 0.24±0.09 0.44±0.06 0.38±0.12

B-I 0.24±0.09 0.44±0.06 0.38±0.12

B-II 0.40±0.07 0.42±0.06 0.42±0.06

B-III 0.19±0.09 0.21±0.06 0.20±0.07

Table 2: Reclaimed probability bounds for compositional policy
(Experiment 2), averaged over 5 random seeds for 7 different sets
X? with new dynamics. Grouped by whether X? is adjacent to the
target room, i.e., in room 5 or 7. Best results per column are in bold.

6.2 Experiment 2: Compositional Control
Next, we compare the global thresholds obtained with Al-
gorithm 1 on the graph from Figure 2, using VeRecycle and
baselines to reclaim guarantees for each graph edge, and
NetworkX’s Dijkstra [Hagberg et al., 2008] as shortest-path
solver. The results (Table 2) show that VeRecycle performs
competitively on the majority of tasks.

In two particular tasks—rooms with vertex 5 and 7 hav-
ing unknown dynamics—the effect of low-quality certifi-
cates on VeRecycle’s performance can still be observed. In
those cases, the edges (7,8) and (5,8)—both with “loose”
certificates—are simultaneously impacted, thus impacting the
reclaimed guarantee on all feasible paths to the target states.

Overall, we observe that VeRecycle is particularly power-
ful in compositional control settings, because the impact of
low-quality input certificates is mitigated by the availability
of alternative policies.

7 Related Work
Probabilistic neural reach-avoid certification. Proba-
bilistic neural certification is the state-of-the-art for verify-
ing reach-avoid specifications for stochastic dynamical sys-
tems under neural control [Žikelić et al., 2023a; Ansaripour
et al., 2023; Chatterjee et al., 2023; Mathiesen et al., 2023;
Abate et al., 2024; Badings et al., 2024]. VeRecycle com-
plements these methods by efficiently deciding whether such

guarantees are maintained when system dynamics change,
minimizing the high computational cost of re-certifying the
complete updated system model.

Robust control synthesis. Robust control synthesis ad-
dresses changes in dynamics by designing control policies
that perform reliably under a modeled range of disturbances.
Techniques include adaptations of Markov Decision Process
(MDP) solvers for richer models expressing multiple vari-
ations of the system: e.g., parametric MDPs [Badings et
al., 2022], interval MDPs [Jiang et al., 2022; Coppola et
al., 2024], uncertain MDPs [Wolff et al., 2012], and multi-
environment MDPs [Raskin and Sankur, 2014]. While the
type of changes addressed by VeRecycle could theoretically
be addressed by robust synthesis techniques as well, this
would require either knowing all possible changes in advance
or updating and solving the adapted MDP again. Thus, we
see VeRecycle as a lightweight alternative that does not re-
quire prior knowledge of possible changes.

Reusing policies in compositional control. Compositional
control as described in Section 5 stems from the concept of
options [Sutton et al., 1999], adapted for safety-critical ap-
plications through correct-by-design synthesis methods for a
high-level plan [Jothimurugan et al., 2021; Neary et al., 2023]
and formal verification of used components [Ivanov et al.,
2021; Delgrange et al., 2024]. Notably, [Žikelić et al., 2023b]
verify each component with probabilistic neural certification,
inspiring our application of VeRecycle to compositional con-
trol. In addition to solving more difficult, long-horizon tasks,
a motivation for compositional control is reusing the com-
ponents in alternative high-level plans. This is not straight-
forward in case of changes in system dynamics, however,
since guarantees on components must still be reclaimed be-
fore composing a (new) high-level plan, making VeRecycle
complementary to compositional control.

8 Conclusion

VeRecycle is the first framework to formally reclaim guar-
antees from probabilistic neural certificates for discrete-time
stochastic dynamical systems after localized changes. We
formally prove that VeRecycle infers sound guarantees from
(approximated) infima of the original certificates. Our exper-
imental evaluation demonstrates scenarios in which VeRecy-
cle’s guarantees are competitive—particularly for composi-
tional control—compared to complete re-certification, with
computational cost reduced by three orders of magnitude.

Future work. We plan to extend the presented theoretical
foundations to probabilistic neural certificates for continuous-
time systems [Neustroev et al., 2025]. Additionally, we aim
to explore how the certificate learning process can be op-
timized to maximize the guarantees reclaimed with VeRe-
cycle. Another avenue of future research is synergies be-
tween VeRecycle and learning-enabled certification [Kolter
and Manek, 2019; Wu et al., 2023; Takeishi and Kawahara,
2021; Schlaginhaufen et al., 2021], using VeRecycle to pin-
point crucial states for which new dynamics must be learned.
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