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Abstract

Cost-aware Dynamic Workflow Scheduling
(CADWS) is a key challenge in cloud computing,
focusing on devising an effective scheduling policy
to efficiently schedule dynamically arriving work-
flow tasks, represented as Directed Acyclic Graphs
(DAG), to suitable virtual machines (VMs). Deep
reinforcement learning (DRL) has been widely
employed for automated scheduling policy design.
However, the performance of DRL is heavily influ-
enced by the design of the problem-tailored policy
network and is highly sensitive to hyperparameters
and the design of reward feedback. Considering
the above-mentioned issues, this study proposes
a novel DRL method combining Graph Attention
Networks-based policy network and Evolution
Strategy, referred to as GATES. The contributions
of GATES are summarized as follows: (1) GATES
can capture the impact of current task scheduling
on subsequent tasks by learning the topological
relationships between tasks in a DAG. (2) GATES
can assess the importance of each VM to the ready
task, enabling it to adapt to dynamically changing
VM resources. (3) Utilizing Evolution Strategy’s
robustness, exploratory nature, and tolerance for
delayed rewards, GATES achieves stable policy
learning in CADWS. Extensive experimental
results demonstrate the superiority of the proposed
GATES in CADWS, outperforming several state-
of-the-art algorithms. The source code is available
at: https://github.com/YaShen998/GATES.

1 Introduction
Real-world problems are often highly complex, requiring ap-
plications tailored to solve them to execute efficiently and de-
liver prompt results to meet user demands [Pallathadka et al.,
2022]. For example, if a weather forecasting application fails
to run in real time and provide timely, accurate predictions, it
may interrupt the regular management of vital industrial op-
erations [Price et al., 2025]. Cloud computing enables the

∗Corresponding author

deployment of such complex applications structured as work-
flows consisting of multiple tasks. It facilitates the schedul-
ing of elastic computational resources to ensure efficient and
timely task execution [Jadeja and Modi, 2012]. This process
is known as Workflow Scheduling (WS).

A workflow can be represented as a Directed Acyclic
Graph (DAG), with vertices representing tasks and edges rep-
resenting task dependencies [Shen et al., 2024]. Workflows
with different patterns have different DAG structures. Ad-
ditionally, each workflow includes a Service Level Agreement
(SLA) that defines the maximum allowed completion time for
the workflow [Qazi et al., 2024]. This study focuses on the
Cost-aware Dynamic Workflow Scheduling (CADWS) prob-
lem [Shen et al., 2024], which aims to develop an efficient
scheduling policy that minimizes VM rental costs and SLA
violation penalties, while handling the complexity caused by
the dynamic arrival of workflows with diverse DAG struc-
tures [Huang et al., 2022].

Compared to traditional scheduling problems such as job
shop scheduling and vehicle routing, CADWS exhibits com-
plex dynamic characteristics, including unpredictable work-
flow arrivals, varying workflow patterns, and rapidly fluc-
tuating computational resources (e.g., the number of avail-
able VMs). Moreover, unlike job shop and vehicle routing
problems, workflows in CADWS have highly diverse graph
topologies across different patterns, while the others maintain
similar structures regardless of scale. This study focuses on
using deep reinforcement learning (DRL) techniques to auto-
matically learn scheduling policies for solving CADWS, with
an emphasis on designing effective policy networks tailored
to the problem characteristics of CADWS.

The key challenges of this study are: (1) how to design
an effective policy network to properly control the influence
of every scheduling decision on future task execution in a
dynamic environment with continuously arriving workflows
of highly diverse patterns; (2) how can the designed pol-
icy network support a time-varying collection of VMs; and
(3) how to reliably train this policy network to ensure robust
performance across varying system settings. To address the
aforementioned challenges, this paper proposes a novel DRL
method that integrates Graph Attention Networks (GAT) and
Evolution Strategy (ES), referred to as GATES.

Specifically, the main contributions of GATES are as fol-
lows: (1) GATES employs GAT to efficiently and scalably
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process the local topological information of each ready task.
Leveraging GAT’s attention mechanism, GATES accurately
learns the global attention information between the ready task
and other tasks, enabling a holistic view of current scheduling
impacts on future tasks by aggregating all task embeddings.
(2) Dynamic heterogeneous graphs with analogous structures
but varying scales are constructed to represent the relation-
ships between the ready task and all available VMs at each
time step. Regardless of dynamic changes in VM numbers,
GAT can compute attention coefficients from these graphs
to identify the most suitable VM at each time step. (3) In
CADWS, the reward function typically includes VM rental
fees and SLA violation penalties. However, since SLA penal-
ties can only be accurately determined after workflow execu-
tion, it’s difficult to design a reward function that quantifies
SLA violations at each time step. To overcome this challenge,
ES is utilized to train the policy network. This approach elim-
inates the need for complex reward design and hyperparam-
eter tuning, while also preventing performance issues caused
by poorly designed rewards.

2 Related Work
Currently, most methods for solving scheduling problems fo-
cus on designing effective scheduling policies [Branke et al.,
2015; Khalil et al., 2017; Dong et al., 2021; Hasanzade-
Zonuzy et al., 2021]. Some manually designed policies have
been developed to solve CADWS [Pham and Fahringer, 2020;
Wu et al., 2017; Faragardi et al., 2019], as these methods
are easy to understand and implement. However, these meth-
ods heavily rely on expert experience and substantial domain
knowledge, limiting their adaptability to dynamic environ-
ments [Geiger et al., 2006], as they are developed based on
historical workflows and may fail to perform effectively in
rapidly changing scenarios or with unknown workflows [Shen
et al., 2024].

Several DRL studies [Kayhan and Yildiz, 2023; Cunha et
al., 2020; Ou et al., 2023; Iklassov et al., 2023] have shown
that using neural network-based policy networks to automat-
ically learn scheduling policies is a feasible and promising
approach to solving scheduling problems. For instance, Ou et
al. [2023] utilized DRL to solve the satellite range scheduling
problem, while Song et al. [2022] and Zhang et al. [2020] em-
ployed DRL to learn effective policies for addressing the job-
shop scheduling problem. However, the problems addressed
by these works are either static or do not have a graph topo-
logical structure, such as the DAG of CADWS. Moreover,
although Shen et al. [2024] and Huang et al. [2022] applied
DRL to dynamic WS, their policy networks ignored the DAG
structures of workflows, failing to leverage task dependen-
cies for effective scheduling. Thus, the architecture of policy
networks designed in these approaches did not take dynamic
information or graph topological information into account to
extract essential knowledge for learning scheduling policies,
making them unsuitable for CADWS.

Recently, some studies [Sun and Yang, 2023; Zhang et al.,
2024] proposed graph-based policy networks to extract state
features for effective policy learning by leveraging the graph
topological properties inherent in problems, such as travel-

ing salesman, maximal independent set, and job shop prob-
lems. Sun and Yang [2023] proposed a graph-based diffu-
sion model to exploit the graph topological information in
the traveling salesman problem and the maximal independent
set problem. Similarly, Zhang et al. [2024] utilized Graph
Neural Networks (GNNs) to extract state features for effec-
tive policy learning by leveraging the graph topological prop-
erties of the job shop scheduling problems. While the above
studies considered the graph topological information, they as-
sume static structure and fixed scheduling resources. In con-
trast, CADWS accounts not only for the dynamic workflow
arrivals and patterns but also for the variability in scheduling
resources over time [Shen et al., 2024]. Specifically, the pool
of active VMs can change across different system states and
time steps.

Unlike existing DRL approaches, GATES is specifically
designed in this study to address the dynamic nature of
scheduling problems. It handles the unpredictable arrival and
varying patterns of workflows, as well as fluctuations in avail-
able scheduling resources, achieving stable policy learning in
complex and dynamic environments.

3 Problem Definition
3.1 Preliminary of CADWS
The CADWS problem involves a set of workflowsW arriving
dynamically over time and a dynamically changing collec-
tion of heterogeneous VMs M for task execution, meaning
that |M| is not fixed. Each workflow Wi ∈ W is mod-
eled as a DAG (OWi

, CWi
), where the node set OWi

=
{Oi1, Oi2, . . . , Oin} represents tasks, and the edge set CWi

=
{(Oij , Oik) | Oij , Oik ∈ OWi} denotes precedence con-
straints (see Appendix A). An edge (Oij , Oik) implies that
task Oij must complete before task Oik can begin execution.
Oij becomes a ready task O∗ waiting for current scheduling
when there are no predecessor tasks for it [Zhu et al., 2016].

The complete set of tasks across all workflows is denoted
as O = OW1

∪ OW2
∪ · · · ∪ OW|W| . Each task Oij is

associated with a workload WLij ∈ R+ and can be exe-
cuted on any VM Mk ∈ M. The execution time of Oij

on VM Mk is determined as ET (Oij)
k =

WLij

PSk
, where

PSk denotes the processing speed of machine Mk. Hence,
CT (Oij) = ST (Oij)+ET (Oij)

k gives the completion time
of Oij on Mk, where ST (Oij) is the start time of Oij . Oij is
the start task of Wi, if ST (Oij) = AT (Wi), where AT (Wi)
is the arrival time of workflow Wi. The finish time of work-
flow Wi is defined as FT (Wi) = maxj{CT (Oij)}. The to-
tal process time of workflow Wi is computed as PT (Wi) =
FT (Wi)−AT (Wi).

3.2 Optimization Objective of CADWS
The VM rental fees cover the total cost of all leased VMs
used to execute all workflows dynamically arrived during
a given time period T . This period, starting at time ts and
ending at te, depends on the scheduling policy π adopted.
For each VM v ∈M, its usage period during T is denoted as:
UP (v, π, T ) = [ts(v, π, T ), te(v, π, T )], where ts(v, π, T )
represents the start time of using v, and te(v, π, T ) in-
dicates the time when v is no longer in use, satisfying
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te(v, π, T ) ≤ te. The total rental cost for all VMs under the
scheduling policy π over T is computed as: VMFee(π, T ) =∑

v∈Set(π,T )

(
Price(v)×

⌈
te(v,π,T )−ts(v,π,T )

3600

⌉)
,

where Set(π, T ) is the set of VM instances leased
for task execution during T . The ceiling function
ensures that the rental time during an hour will be
charged as an hour, following the common practice
in the cloud computing industry [Shen et al., 2024;
Huang et al., 2022].

The SLA penalty for a workflow wi under a schedul-
ing policy π is defined as: SLAPenalty(Wi, π) = β ×
max{0, [WCT (Wi, π) − DL(Wi)]}, where WCT (Wi, π)
refers to the PT (Wi) by following policy π, and DL(Wi)
denotes the SLA-specified deadline for Wi. The penalty
factor β quantifies the severity of SLA violations. Follow-
ing many existing studies [Huang et al., 2022; Shen et al.,
2024], the deadline DL(Wi) is calculated as: DL(Wi) =
AT (Wi) + γ ×MinMakespan(Wi), where AT (Wi) is the
workflow’s arrival time, MinMakespan(Wi) is the theoret-
ical minimum time required to process Wi using the fastest
VMs without delays, and γ is a relaxation coefficient. A
higher γ value allows for a more lenient deadline.

The objective of CADWS is to find an optimal scheduling
policy π that minimizes the total cost, including both the VM
rental fees and SLA penalties, as formulated below:

argmin
π

TotalCost(π) = argmin
π
{VMFee(π, T ) (1)

+
∑

Wi∈W
SLAPenalty(Wi, π)}

4 Methology
This section elaborates on the proposed GATES for solv-
ing CADWS in detail. CADWS is a sequential decision-
making process that can be formulated as a Markov Deci-
sion Process (MDP) [Huang et al., 2022; Shen et al., 2024;
Yang et al., 2025], where scheduling decisions are made it-
eratively. At each step, GATES selects a compatible VM to
execute a specific ready workflow task, continuing this pro-
cess until all workflow tasks are scheduled. The workflow of
GATES for solving CADWS is illustrated in Figure 1.

As shown in Figure 1, the current state of the schedul-
ing system is captured by a Dynamic Heterogeneous Graph
(DHG) representation (see Figure 2). Subsequently, a het-
erogeneous Graph Attention Network (HGAT) employing a
two-stage embedding mechanism is applied to process this
graph. This step extracts feature embeddings of both tasks
and VMs (see Figure 3). These embeddings are then utilized
by a decision-making network to compute the action proba-
bility distribution, from which a VM is sampled or greedily
selected (as detailed in Figure 4). The next subsection intro-
duces the MDP formulation of the CADWS process.

4.1 MDP Formulation of CADWS
System State: Each system state st ∈ S represents a snap-
shot of the current state of the entire CADWS problem at de-
cision step t, including the following elements: (1) the current
ready task O∗ at t; (2) details of all active workflows, encom-
passing pattern information on their constituent tasks and task

System
dynamics

Workflow
arrival

Workflow
patterns/DAGs

Number and
status of VMs

System
dynamics are

represented as
a graph

Dynamic
Heterogeneous
Graph (DHG)

CADWS environment

Policy network

Decision-making 
Network

Evolution Strategy

Update parameters

GATES

State: DHG

Action: 
Assign VMs to

tasks

Reward: 
VM rental fees +

SLA penalties

Heterogeneous
Graph Attention

Networks (HGAT)

Extract state
embeddings

Figure 1: The overall framework of CADWS.

dependencies (modeled as DAG), and workflow arrival times;
(3) the numbers and processing status of all available VMs at
t. By designing an effective policy network that accurately
captures the three aforementioned factors, the system state of
CADWS at any time step can be precisely represented, ad-
dressing the first two challenges mentioned in Section 1. To
achieve this, we define the system state of CADWS at any
time step as a DHG (as shown in Figure 2) and propose the
HGAT employing GAT with a two-stage embedding mecha-
nism to extract useful state embeddings for ready tasks (de-
tails in Figure 3), enabling the learning of effective schedul-
ing policies and making informed decisions.

Actions: At the decision step t, each action at ∈ A assigns
the ready task O∗ to the waiting queue of an eligible VM M
(M ∈M). The size of the action space is |A| = |M|.

Transition: Upon taking an action at, the system transi-
tions from state st to the next state st+1, where the focused
ready task at decision step t is assigned to a specific VM for
execution (Refer to Figure 1).

Rewards: The reward rt provides a scalar feedback signal
based on the action at taken at system state st. To achieve the
objective of minimizing the total cost as formulated in Eq. (1),
the reward is defined as rt = −(VMFee + SLAPenalty).

Policy: The policy π(at | st) of GATES defines a proba-
bility distribution over the action setA for each state st, mod-
eled as a parametric neural network.

Learning Objective: The goal of the scheduling agent is
to learn an optimal policy that maximizes the total rewards
after the completion of the CADWS problem.

4.2 Dynamic Heterogeneous Graph (DHG)
In CADWS, we leverage the topological information of the
workflows represented as DAGs to learn embeddings for
ready tasks. These embeddings not only capture the features
of the current ready task but also learn the global features
by considering the relationships with other tasks. This DAG-
based global feature learning reveals the influence of prede-
cessor tasks on the ready task and the potential impact of the
ready task on subsequent tasks.

Additionally, we incorporate dynamically changing VMs
into the DAG to construct a DHG, as shown in Figure 2. Since
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the number and types of VMs vary dynamically at different
decision steps, the VM nodes and edges in the DHG are inher-
ently dynamic. The DHG provides a global perspective to de-
scribe the influence of all tasks and currently available VMs
on the scheduling of the ready task. Moreover, the DHG is
constructed specifically for each ready task: whenever a task
becomes ready and awaits scheduling, a DHG is generated
to capture the essential system’s dynamics for executing the
ready task.

O11

O12

O14

O13

O21

O23

O22

O24 On1 On2

On3

On5

On4

W1 W2
Wn

Arrived and scheduled Just arrived

O11 O13 O14

Completed
 tasks

Ready
 tasks

Unscheduled
 tasks

O22 O23 O24

Null On1 On3On2 On4
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Workflows arrive dynamically

C
urrent   w
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VM-Graph

O12
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Figure 2: The proposed Dynamic Heterogeneous Graph (DHG).

4.3 Proposed Policy Network
To support scheduling policy learning in GATES (the Agent),
it is crucial to extract state embedding from the constructed
DHG. GNNs are well-suited for learning embeddings from
graph data. Among them, GAT outperforms Graph Con-
volutional Networks (GCN) and Graph Isomorphism Net-
works (GIN) in learning node embeddings from heteroge-
neous graphs. This advantage arises from GAT’s use of at-
tention mechanisms to assign dynamic weights to each neigh-
boring node, enabling it to adapt to heterogeneous node fea-
tures and diverse neighborhood relationships [Veličković et
al., 2017]. In contrast, GCN and GIN rely on fixed weights
or mean aggregation, limiting their ability to model feature
differences in heterogeneous graphs [Thekumparampil et al.,
2018]. Moreover, GAT does not require strict alignment of
node features and naturally handles various relationships in
heterogeneous graphs through its multi-head attention mech-
anism, offering greater flexibility and scalability [Wang et al.,
2019].

Heterogeneous Graph Attention Networks (HGAT)
We propose an HGAT to extract the state embedding from the
DHG, as shown in Figure 3. The embedding learning process
of HGAT consists of two stages: (1) Use GAT to learn feature
embedding for each task from the DAG (Stage 1 of Figure 3),
in which the Ready-task embedding 1 refers to the feature
embedding of the ready task. Meanwhile, the feature embed-
dings of all tasks are aggregated using mean pooling to obtain
the All tasks embedding; (2) Another GAT is employed to
learn the Ready-task embedding 2 from the VM-graph in the
DHG, as well as the VMs embeddings, enabling GATES to

assess the relative importance of each VM to the ready task.
Finally, these learned embeddings are concatenated to form
the state embedding in GATES that comprehensively captures
critical dynamics in CADWS, including the dynamic arrival
of workflows, the changing DAG structures, and the dynamic
variation in the number and status of VMs.

Ready-task 
embedding 1

O11

O12

O14

O13

VM1

VM2

VMn

Stage 1

DAG

VM-Graph

M
ean

P
ooling

Stage 2

Ready-task 
embedding 2

VMs 
embedding

VM1

VMn

GAT
layers
GAT

layers
GAT

layers

All tasks 
embeddings

GAT
layers
GAT

layers
GAT

layers

(a) (b) (c) (d)

V
M

1

V
M

n

Figure 3: The proposed HGAT: (a) a DHG tailored to the ready task,
(b) the embedding learning process, (c) feature concatenation, (d)
output the learned state embedding.

The Decision-making Networks
We design the decision-making networks, as shown in Fig-
ure 4, to calculate the VM selection probabilities (i.e., the
action distribution). Although the DHG of Figure 2 can cap-
ture the significance of dynamically changing VMs, an indi-
vidual VM cannot reference the status information of others
to determine its scheduling decisions. To address this, we
employ a self-attention mechanism to learn global informa-
tion among VMs, enabling each VM’s feature embedding to
account for the scheduling status of other VMs, thereby iden-
tifying the optimal VM to handle ready tasks. The computa-
tion process of the decision-making network consists of two
stages: (1) the feature matrix of all VMs is first fed into a
Transformer [Vaswani, 2017], where a self-attention mecha-
nism captures the global information among VMs; (2) each
VM’s embedding is then concatenated with the state embed-
ding to jointly determine the corresponding action score. The
softmax function then computes the probability of selecting
each VM based on these action scores. The detailed embed-
ding learning process of Figure 3 and Figure 4 is described
further in Appendix B.

4.4 Raw Features of CADWS
The scheduling policy learned by GATES for CADWS re-
lies on the state embedding derived from both the ready task
(denoted as O∗) and all VMs at the current time step. The
state embedding is constructed using three categories of raw
features: Workflow-related, Task-related, and VM-related
raw features. For any task ready for execution, these features
are extracted from the current state of workflows, tasks, and
VMs to construct the input to GATES, as summarized below.
Workflow-related raw features:

• Forthcoming successors: the count of tasks dependent
on O∗.
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Figure 4: The decision-making networks.

• Completion ratio: the ratio of completed tasks
(Ctasks) to total tasks (Ttasks) in Wi, calculated as
Ctasks/Ttasks.

• Estimated arrival rate: an estimation of future workflow
arrival rates based on the current execution status ofWi.

Task-related raw features:

• Predecessor: the number of predecessor tasks of each
task in its corresponding DAG.

• Successor: the number of successor tasks of each task in
its corresponding DAG.

• Processing time: the average duration required to exe-
cute a task on all types of VMs.

• Task size: the workload of each task in DAG.

• Task deadline: the task deadline is calculated using the
method in [Wu et al., 2017]. The deadline is assigned to
each task, subject to the task size. A large task will be
assigned a more relaxed task deadline.

• Task status: the task status is represented by an integer:
0 for unscheduled, 1 for scheduled, and 2 for ready to be
scheduled.

VM-related raw features:

• Task deadline feasibility: an indicator that shows
whether a VM can meet the deadline of O∗, assigned
based on workflow size.

• Incurred cost: the sum of the VM rental fee and SLA
violation penalties for using the VM to execute O∗.

• Remaining rental time: the remaining rental time on a
VM after executing O∗.

• Fittest VM: an indicator that shows whether a VM has
the lowest incurred cost among all candidates while
meeting the task deadline.

4.5 Training Process via Evolution Strategy
The performance of gradient-based DRLs is often influenced
by hyperparameter choices and the design of reward func-
tions, which can result in unstable or suboptimal learning out-
comes [Salimans et al., 2017]. Evolution Strategy (ES) has
been proposed as a robust alternative to mitigate these issues

and achieve stable performance [Khadka and Tumer, 2018;
Salimans et al., 2017]. In this study, we employ ES to train
the policy network denoted as πGATES . The pseudo-code of
the training algorithm is presented in Algorithm 1. The train-
ing process is described below:

1. Policy Sampling: Let θ̂ represent the current parameter
of the policy πGATES . In each generation of ES, a population
of N individuals is sampled. Specifically, for each individual
θi, where i = 1, 2, . . . , N , θi is drawn from an isotropic mul-
tivariate Gaussian distribution with mean θ̂ and covariance
σ2I , i.e., θi ∼ N (θ̂, σ2I). This can be expressed equiva-
lently as θi = θ̂ + σϵi, where ϵi ∼ N (0, I). Here, θi denotes
the parameters of the corresponding policy πi.

2. Fitness Evaluation: The fitness of each sampled pa-
rameter θi is evaluated as F (θi), which corresponds to the
total cost achieved by the policy πi on a given CADWS prob-
lem instance. The fitness function is defined as F (θi) =

F (θ̂ + σϵi) = −TotalCost(πi), where TotalCost(πi) repre-
sents the overall cost of executing πi as shown in Eq. (1).

3. Policy Update: To optimize the policy parameter θ̂, ES
maximizes the expected fitness Eθi∼N (θ̂,σ2I)[F (θi)], effec-
tively minimizing the total cost. The gradient is estimated as:

∇θ̂Eθi∼N (θ̂,σ2I)[F (θi)] = ∇θ̂Eϵi∼N (0,I)[F (θ̂ + σϵi)] (2)

≈ 1

Nσ

N∑
i=1

{F (θ̂ + σϵi)ϵi}

Algorithm 1 The training process of Evolution Strategy
Input: Population size: N , max number of generation: Gen,
initial parameters of πGATES : θ̂, initial learning rate: α, and
the Gaussian standard noise deviation: σ
Output: The trained πGATES

1: while the current number of generation <= Gen do
2: Randomly sample a CADWS training instance: Pro.
3: for each individual (i=1,2,...) in N do
4: Sample a ϵi ∼ N (0, I).
5: The parameters of πi represented by individual i:

θi = θ̂ + σϵi
6: Evaluate the fitness value of F (θi) using Eq. (1)

based on Pro
7: end for
8: Estimate the policy gradient∇θ̂Eθi∼N (θ̂,σ2I)F (θi) us-

ing Eq. (2).
9: Update parameters of πGATES :

θ̂ ← θ̂ + α 1
Nσ

∑N
i=1{F (θ̂ + σϵi)ϵi}.

10: end while
11: return πGATES

5 Experiments
We conduct experiments using a dedicated simulator de-
signed for the CADWS problem [Yang et al., 2022; Yang
et al., 2025], leveraging Amazon EC2-based virtual machine
(VM) configurations and four workflow patterns/DAGs: Cy-
berShake, Montage, Inspiral, and SIPHT [Deelman et al.,
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2015], as shown in Appendix C. To reflect real-world re-
source heterogeneity, we employ six VM types with varying
computational capacities and costs. Workflows are catego-
rized into three scales, including small, medium, and large,
based on the number of tasks, representing different levels of
computational complexity. SLA deadlines are defined using
a coefficient γ ∈ {1.00, 1.25, 1.50, 1.75, 2.00, 2.25}, guiding
resource selection under varying time constraints. More de-
tails on training and testing can be found in Appendix D.

The proposed GATES method is compared against four
baseline algorithms: ProLis [Wu et al., 2017], GRP-
HEFT [Faragardi et al., 2019], ES-RL [Huang et al., 2022],
and SPN-CWS [Shen et al., 2024], spanning recently devel-
oped heuristic and DRL-based approaches. Key hyperparam-
eters are configured to ensure fair comparison and computa-
tion efficiency.

5.1 Experiment Configuration
VM Configuration: We have six VM types, ranging from
m5.large to m5.12xlarge, with varying computational re-
sources (e.g., vCPUs, memory) and hourly costs (e.g., $0.096
to $2.304). Each type of VM can be rented on demand to
accommodate dynamically changing resource requirements.
The detailed configuration of VMs is shown in Table 1.

VM name vCPU Memory (GB) Cost ($ per hour)
m5.large 2 8 0.096
m5.xlarge 4 16 0.192

m5.2xlarge 8 32 0.384
m5.4xlarge 16 64 0.768
m5.8xlarge 32 128 1.536

m5.12xlarge 48 192 2.304

Table 1: The configuration of VMs.

Workflow Patterns: As shown in Table 2, workflows were
categorized into three scales according to task size:

Workflow set Name of pattern/number of task
Small CyberShake/30 Montage/25 Inspiral/30 SIPHT/30

Medium CyberShake/50 Montage/50 Inspiral/50 SIPHT/60
Large CyberShake/100 Montage/100 Inspiral/100 SIPHT/100

Table 2: The three workflow sets used in this study.

SLA Penalties: SLA deadlines were defined using γ,
which influenced resource selection. Larger SLA penal-
ties encouraged renting cheaper VMs to manage cost while
adhering to deadlines. The penalty weight β was set to
0.24/hour [Shen et al., 2024].

Baseline Algorithms: ProLis [Wu et al., 2017] and GRP-
HEFT [Faragardi et al., 2019] are heuristic methods. ES-
RL [Huang et al., 2022] is a DRL-based scheduling policy,
developed based on OpenAI’s code1. SPN-CWS [Shen et al.,
2024] is also a DRL-based method using the self-attention
mechanism incorporated within the Transformer [Vaswani,
2017].

Hyperparameters of GATES: The hyperparameters of
GATES mainly involve the parameters of HGAT (as shown
in Figure 3), decision-making networks (as illustrated in Fig-
ure 4), and the training method ES (see Algorithm 1).

1https://github.com/openai/evolution-strategies-starter

In Figure 3, both stage 1 and stage 2 employ two GAT lay-
ers. The first layer has two attention heads and the second
layer has one. The output dimensions H of all GATs are 16.
In Figure 4, the Transformer layers consist of 2 encoder lay-
ers, each with 2 self-attention heads, an input and output di-
mension of 16, and a hidden layer dimension of 128. In Stage
2 of the decision-making network, the MLP consists of 4 lay-
ers with hidden dimensions of 128 and output dimension of
1, and uses ReLU as the activation function. For ES in Al-
gorithm 1, the hyperparameter settings are based on [Huang
et al., 2022] and [Shen et al., 2024]. Specifically, we set the
population size to 40, the maximum number of generations to
2000, the initial learning rate to 0.01, and the standard devia-
tion of Gaussian noise to 0.05.

5.2 Results and Analysis
The results of all algorithms are presented in Table 3. The no-
tation ⟨1.00, S⟩ indicates that γ = 1.00 and the algorithms are
tested on the small-scale CADWS instance. ProLis and GRP-
HEFT, being deterministic heuristic methods, do not have as-
sociated standard deviations. The symbols (+), (−), or (≈)
denote that the results are significantly better, worse, or statis-
tically equivalent, respectively, compared to the correspond-
ing algorithm. These comparisons are based on the Wilcoxon
test with a significance level of 0.05.

As shown in Table 3, GATES achieves the lowest aver-
age total cost across all tested scenarios, encompassing vari-
ous SLA coefficients (γ) as well as small (S), medium (M),
and large (L) workflow sizes. It also demonstrates rela-
tively small standard deviations, indicating more stable per-
formance across multiple independent runs. Compared with
existing approaches (ProLis, GRP-HEFT, ES-RL, and SPN-
CWS), GATES exhibits notable cost advantages in multiple
scenarios. For instance, under the ⟨1.50,M⟩ scenario, the
total cost is reduced to 196.90, which is notably lower than
the 276.09 achieved by SPN-CWS and also surpasses the re-
sults of other algorithms. Even under tight γ (=1) and with
large workflow size, GATES consistently maintains the low-
est cost, highlighting its adaptability across both relaxed and
stringent SLA constraints. A Wilcoxon rank-sum test (p <
0.05) based on 30 independent runs confirms the statistical
significance of these differences, indicating that GATES sig-
nificantly outperforms the current state-of-the-art methods for
workflows with varying patterns and scales. Considering the
average cost, variance, and statistical evidence, GATES offers
a distinct combined advantage in reducing overall cost while
preserving performance stability, providing a more practical
approach for solving CADWS.

5.3 Trade-off between VM Fees and SLA Penalties
Figure 5 compares the VM rental fees and corresponding
SLA penalty costs for all algorithms under various scenar-
ios. The y-axis is plotted on a logarithmic scale for better vi-
sualization, with each algorithm’s bar representing VM fees
and the diagonally striped portion indicating SLA penalties.
GRP-HEFT enforces strict SLA deadlines, leading to high
VM fees but negligible penalties, while ProLis exhibits a sim-
ilar pattern. ES-RL employs reinforcement learning for adap-
tive allocation, obtaining moderately high fees and relatively
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Scenarios ProLis GRP-HEFT ES-RL SPN-CWS GATES (our)
⟨1.00, S⟩ 773.69 1685.01(-) 223.68(51.51)(+)(+) 158.28(14.45)(+)(+)(+) 143.95(18.94)(+)(+)(+)(+)
⟨1.00,M⟩ 1829.25 2867.64(-) 422.26(100.92)(+)(+) 308.93(75.88)(+)(+)(+) 225.41(37.21)(+)(+)(+)(+)
⟨1.00, L⟩ 3641.79 5873.20(-) 829.64(262.91)(+)(+) 524.83(163.15)(+)(+)(+) 324.93(65.65)(+)(+)(+)(+)
⟨1.25, S⟩ 923.15 1967.31(-) 320.75(83.69)(+)(+) 143.12(15.73)(+)(+)(+) 124.14(7.10)(+)(+)(+)(+)
⟨1.25,M⟩ 2068.78 3578.04(-) 565.53(213.00)(+)(+) 272.77(60.65)(+)(+)(+) 193.26(24.06)(+)(+)(+)(+)
⟨1.25, L⟩ 4213.29 6868.22(-) 989.79(458.04)(+)(+) 496.63(155.02)(+)(+)(+) 300.19(76.29)(+)(+)(+)(+)
⟨1.50, S⟩ 901.40 1963.39(-) 270.93(67.20)(+)(+) 144.13(18.97)(+)(+)(+) 121.56(7.11)(+)(+)(+)(+)
⟨1.50,M⟩ 2035.52 3567.97(-) 505.44(222.45)(+)(+) 276.09(60.63)(+)(+)(+) 196.90(33.40)(+)(+)(+)(+)
⟨1.50, L⟩ 4066.84 6863.62(-) 886.87(380.26)(+)(+) 511.69(161.85)(+)(+)(+) 316.23(99.12)(+)(+)(+)(+)
⟨1.75, S⟩ 804.33 1959.71(-) 241.09(51.43)(+)(+) 137.36(14.10)(+)(+)(+) 118.45(4.85)(+)(+)(+)(+)
⟨1.75,M⟩ 1977.10 3560.22(-) 491.97(229.48)(+)(+) 263.12(57.61)(+)(+)(+) 195.25(35.83)(+)(+)(+)(+)
⟨1.75, L⟩ 3898.42 6854.40(-) 828.06(359.74)(+)(+) 502.67(155.64)(+)(+)(+) 315.84(92.48)(+)(+)(+)(+)
⟨2.00, S⟩ 789.71 1957.25(-) 225.70(50.89)(+)(+) 129.75(12.72)(+)(+)(+) 113.48(5.30)(+)(+)(+)(+)
⟨2.00,M⟩ 1921.42 3554.07(-) 427.16(213.71)(+)(+) 251.83(52.01)(+)(+)(+) 185.55(30.66)(+)(+)(+)(+)
⟨2.00, L⟩ 4024.03 6847.49(-) 780.77(408.14)(+)(+) 497.65(158.52)(+)(+)(+) 322.01(110.05)(+)(+)(+)(+)
⟨2.25, S⟩ 710.18 1954.71(-) 201.54(50.56)(+)(+) 126.18(13.02)(+)(+)(+) 110.90(5.70)(+)(+)(+)(+)
⟨2.25,M⟩ 1924.27 3551.31(-) 374.96(190.21)(+)(+) 238.35(48.26)(+)(+)(+) 179.17(24.54)(+)(+)(+)(+)
⟨2.25, L⟩ 3957.08 6842.88(-) 678.94(396.79)(+)(+) 475.46(139.99)(+)(+)(+) 318.19(112.21)(+)(+)(+)(+)

Table 3: Average (standard deviation) total cost of each algorithm over 30 independent runs.

low penalties. SPN-CWS focuses on reducing VM rental
costs by using cheaper VMs at the price of high SLA penal-
ties. In comparison, GATES demonstrates strong capabilities
in balancing VM rental fees and SLA penalties to effectively
reduce the total cost. Although GATES incurs slightly higher
SLA penalties than ES-RL and SPN-CWS in some scenarios,
it significantly lowers the total cost by effectively leveraging
cheap VMs for task scheduling.

Overall, Figure 5 illustrates distinct trade-offs between cost
and SLA compliance. While GRP-HEFT and ProLis favor
meeting tight deadlines at the expense of higher VM fees,
and SPN-CWS accepts greater penalties to minimize costs,
GATES achieves a strong balance between these objectives
by keeping both VM fees and SLA penalties within a favor-
able range to reduce the total cost.
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Figure 5: The trade-off between VM rental fees and SLA penalty.

5.4 Convergence
As shown in Figure 6, all three DRL-based algorithms (ES-
RL, SPN-CWS, and GATES) converge during both training
and testing, but their final performances vary significantly.
GATES achieves superior results compared to the other algo-
rithms, with its total cost curve significantly lower, indicat-
ing its ability to learn better scheduling policies in complex
dynamic environments to reduce the total scheduling cost of
CADWS. SPN-CWS ranks second, with convergence levels
lower than GATES but better than ES-RL. In contrast, ES-
RL exhibits lower curves with higher fluctuations, suggesting

poorer policy quality and less stability.
From the perspective of confidence intervals, both GATES

and SPN-CWS demonstrate smaller fluctuations in training
and testing curves, showing greater robustness to random
seeds and environmental disturbances. Although some os-
cillations occur in the early iterations, their overall conver-
gence variance is notably better than that of ES-RL. In com-
parison, ES-RL falls short in both solution quality and sta-
bility. Overall, GATES excels in solution quality, with its
learned scheduling policies offering superior stability and sig-
nificantly outperforming the other two DRL algorithms. This
analysis further validates that the DHG constructed in GATES
effectively captures the dynamics of CADWS, and the de-
signed HGAT network extracts meaningful state embeddings
to learn efficient scheduling policies.
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Figure 6: The convergence on the small-scenario instance. The hor-
izontal axis denotes the training generation, while the vertical axis
indicates the negative total cost.

6 Conclusion
This paper addresses the complex characteristics of CADWS
in cloud environments, such as dynamic workflow arrivals
and resource variations, by proposing a novel DRL method
called GATES, which integrates GAT and ES. GATES learns
task-level topological dependencies and VM importance to
dynamically allocate tasks to optimal VMs while leveraging
ES to avoid the challenges of complex reward design and hy-
perparameter tuning. Experimental results demonstrate that
GATES can learn an efficient and stable scheduling policy,
significantly outperforming several existing methods.
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