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Abstract
In the latest advancements in multimodal learn-
ing, effectively addressing the spatial and seman-
tic losses of visual data after encoding remains
a critical challenge. This is because the perfor-
mance of large multimodal models is positively
correlated with the coupling between visual en-
coders and large language models. Existing ap-
proaches often face issues such as vector gaps or
semantic disparities, resulting in information loss
during the propagation process. To address these
issues, we propose MAGE (Multimodal Alignment
and Generation Enhancement), a novel framework
that bridges the semantic spaces of vision and
text through an innovative alignment mechanism.
By introducing the Intelligent Alignment Network
(IAN), MAGE achieves dimensional and semantic
alignment. To reduce the gap between synonymous
heterogeneous data, we employ a training strat-
egy that combines cross-entropy and mean squared
error, significantly enhancing the alignment ef-
fect. Moreover, to enhance MAGE’s “Any-to-
Any” capability, we developed a fine-tuning dataset
for multimodal tool-calling instructions to expand
the model’s output capability boundaries. Finally,
our proposed multimodal large model architecture,
MAGE, achieved significantly better performance
compared to similar works across various evalua-
tion benchmarks, including MME, MMBench, and
SEED. Complete code and appendix are available
at: https://github.com/GTCOM-NLP/MAGE

1 Introduction
In recent years, with the remarkable progress of large lan-
guage models (LLMs) in natural language processing tasks
[Brown et al., 2020; Vaswani, 2017], researchers have grad-
ually extended their powerful capabilities to multimodal do-
mains, enabling these models to simultaneously comprehend
and generate both visual and textual information [Anthropic,
2024; Team et al., 2023; OpenAI, 2024]. fig. 1 shows the
performance of common projection mechanisms. However,
achieving effective integration of visual encoders and LLMs

still faces significant challenges in cross-modal alignment, in-
cluding semantic gaps and dimensional mismatches [Yu et
al., 2022; Yuan et al., 2021]. These challenges directly im-
pact the performance and efficiency of the models in multi-
modal tasks, limiting the practical applications of multimodal
large language models (MLLMs).

Existing methods for aligning visual and linguistic modal-
ities face several limitations [Dai et al., 2024]. First, linear
projectors preserve the integrity of visual features through
simple mappings but struggle to model semantic relationships
between modalities, often resulting in semantic information
loss in complex tasks. Second, projector-based mechanisms,
such as Resamplers [Alayrac et al., 2022] and Q-Formers [Li
et al., 2023b], improve alignment through query mechanisms
and cross-modal attention but overlook the global semantic
information of visual features, leading to suboptimal perfor-
mance in deep semantic tasks. Finally, recent approaches like
TokenPacker [Li et al., 2024b] and Honeybee [Cha et al.,
2024] have made progress by enhancing efficiency and pre-
serving local features, yet they insufficiently address the role
of loss functions in alignment. Most methods rely on single-
generation or alignment losses, failing to fully capture deep
semantic relationships between visual and linguistic modali-
ties [Wang et al., 2024; Dai et al., 2023].

The limitations of these approaches indicate that existing
research has yet to fully address the dual challenges of dimen-
sional consistency and semantic integrity in the alignment of
visual and linguistic modalities. Therefore, there is an urgent
need for a solution that simultaneously optimizes both effi-
ciency and semantic alignment.

To address the challenges of semantic and dimensional
gaps between visual encoders and large language models
(LLMs), while simultaneously meeting the requirements for
generation and alignment in multimodal tasks, we propose a
novel multimodal large model architecture, named MAGE,
as illustrated in fig. 2 . MAGE aims to achieve efficient and
flexible cross-modal generation and processing through inno-
vative designs in three aspects: semantic alignment, training
strategy, and interaction framework.

The core architecture of MAGE comprises three innovative
modules. First, we introduce the Intelligent Alignment Net-
work module, which consists of two submodules: the Vector
Alignment Module and the Semantic Enhancement Module.
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Figure 1: (Left) an example of an attention map from the IAN. (middle) The attention matrix of a visual token obtained after passing through
IAN in the left figure.and (right) A comparison of the spatial understanding capability between IAN and common projectors, where AvgN

represents the average performance computed from six common understanding tasks, including MME, MMB, and SEED.
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Figure 2: The detailed aspects of MAGE. IAN consists of two components: vector alignment and semantic enhancement. The encoded vec-
tors encapsulate rich semantic knowledge, enabling the LLM to decompose and plan instructions into different subtasks, thereby scheduling
various tool models to fulfill user instructions.

The Vector Alignment Module maps visual feature vectors to
a dimensional space consistent with the LLM input, ensur-
ing structural dimensional alignment and eliminating modal-
ity gaps. After alignment, the Semantic Enhancement Mod-
ule injects high-level semantic information into the visual fea-
tures, thereby enhancing their expressive power in the seman-
tic space of the language model and providing strong support
for cross-modal tasks.

Second, to further improve the effectiveness of cross-
modal alignment, we propose a dual-loss training strategy.
This strategy includes the Image-Text Generation loss and

the Image-Text Distance Minimization loss. The ITG loss
guides the model to generate natural language descriptions
from visual inputs, enhancing cross-modal alignment from
the perspective of generative tasks. Meanwhile, the ITDM
loss minimizes the semantic distance between visual and tex-
tual features, further reinforcing deep semantic consistency
between the two modalities in alignment tasks. These two
loss components complement each other, effectively improv-
ing the model’s performance in both generation and align-
ment tasks.

Finally, to adapt to complex task scenarios, we expand
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the output end into a scheduling terminal supporting mul-
tiple agents and construct a multi-task scheduling dataset.
Through training, MAGE can understand user instructions,
perform task decomposition and planning, and call different
tool models to achieve the goal. Unlike traditional agent sys-
tems driven by large language models (e.g., HuggingGPT),
MAGE is a multi-tool invocation model driven by multimodal
large language model. Its advantage lies in integrating mul-
tiple modalities, enabling more accurate understanding and
generation of cross-modal task instructions. At the same
time, through flexible tool invocation, it achieves more effi-
cient task execution and supports richer application scenarios.

In summary, the proposed MAGE achieves significant per-
formance improvements in multiple multimodal benchmarks
by employing a superior semantic alignment strategy, sur-
passing existing methods. Experimental results demonstrate
that even with a reduction in visual tokens, MAGE outper-
forms current methods in task performance, resource effi-
ciency, and output flexibility.

The main contributions of this work are summarized as fol-
lows:
• We proposed a novel cross-modal alignment architecture,

IAN (Intelligent Alignment Network), which integrates a
Vector Alignment Module and a Semantic Enhancement
Module. Experiments show that this architecture effec-
tively addresses the challenges of dimensional mismatch
and semantic gaps between visual and linguistic modalities.

• A dual-loss training strategy was designed, comprising the
Image-Text Generation loss and the Image-Text Distance
Minimization loss, enabling end-to-end optimization of the
semantic alignment process.

• We constructed a multimodal tool-scheduling dataset,
HMDSet (a dialogue dataset), and developed an innovative
framework. This framework dynamically organizes struc-
tured configuration information to accomplish composite
generation tasks, significantly extending the model’s capa-
bility boundaries.

2 Related Work

2.1 Multimodal Large Language Models

In recent years, multimodal large models such as Flamingo
[Alayrac et al., 2022], BLIP-2 [Li et al., 2023b], LLaVA [Liu
et al., 2024b], and their subsequent versions (e.g., LLaVA-
v1.5 [Liu et al., 2024a] and LLaVA-next [Li et al., 2024a])
have achieved significant progress. Flamingo integrates vi-
sual features with language models through the introduction
of the Perceiver Resampler and cross-modal attention mech-
anisms, demonstrating exceptional performance in few-shot
learning scenarios. BLIP-2 employs a lightweight Q-Former
module to bridge the modality gap between visual encoders
and frozen LLMs, thereby improving zero-shot image-to-text
generation capabilities. The LLaVA series further enhances
multimodal capabilities in vision-language tasks through in-
novative cross-modal alignment strategies and large-scale
image-text pretraining.

2.2 Visual Projector in VLMs
In multimodal large language models (VLMs), the visual
projection layer is a critical module for achieving cross-
modal alignment between visual information and language
models. classical projection layers can generally be cate-
gorized into two types: MLP-based projectors and query
transformer (Q-Former)-based projectors [Li et al., 2023b;
Dai et al., 2023].

In recent years, emerging methods [Cha et al., 2024;
Li et al., 2024b; Zhao et al., 2024] have aimed to strike a bal-
ance between efficiency and performance. However, existing
approaches fail to adequately consider semantic integrity and
alignment precision during the alignment process, which pro-
vides a strong motivation to explore more efficient and pre-
cise visual-language alignment strategies.

2.3 Any-to-Any Model
Recent efforts aim to build models capable of arbitrary
modality transformation, mimicking human flexibility. Mod-
els like NExT-GPT and CoDi show promise, but struggle with
quality and precision in complex tasks. Agent systems such
as HuggingGPT [Shen et al., 2024] and MetaGPT [Hong et
al., 2023] integrate tools with LLMs to support dynamic mul-
timodal tasks, yet still depend on separate models for un-
derstanding and generation—limiting their ability to handle
implicit or complex instructions. LLaVA-PLUS [Liu et al.,
2025a] aims to enhance multimodal language understanding,
focusing on improving LLMs’ ability in language compre-
hension through the Agent approach. However, it fails to fully
address the scalability issue of agents in handling multimodal
outputs.

3 Method
3.1 IAN: an Intelligent Alignment Network
The architecture of IAN consists of two core components:
the VAB (Vector Alignment Block) and the SEB (Semantic
Enhancement Block). These two modules were introduced to
address key limitations in prior research, where approaches
often relied on simplistic strategies like a single linear layer
or a Q-former initialized with random learnable parameters
[Liu et al., 2024b; Li et al., 2023b; Cha et al., 2024; Yao
et al., 2024]. Such methods struggled to achieve effective
semantic and dimensional alignment simultaneously.

Based on previous research, we found that reducing vi-
sual tokens doesn’t require complex visual-semantic extrac-
tors like Q-former [Yao et al., 2024]. Simple 2D pooling op-
erations at the patch level can effectively reduce tokens while
maintaining strong performance. Building on this, we pro-
posed replacing fixed-parameter pooling layers with learn-
able convolutional layers to enable adaptive learning of map-
ping patterns. This idea is key to SEB, where trainable con-
volutional layers refine and enhance visual embeddings to
better align with the language model. To address challenges
in dimensional alignment and semantic enhancement, we de-
signed IAN with two modules: VAB for alignment and SEB
for enhancement. Unlike previous methods that used a sin-
gle linear layer or Q-former for both tasks—often oversim-
plifying or complicating the process—our modular approach
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decouples these functions, allowing VAB to align dimensions
and SEB to refine semantic representations more effectively.

VAB Module We design a flexible linear projection net-
work combined with multilayer nonlinear transformations,
enabling the efficient alignment of high-dimensional embed-
dings from the multimodal encoder with the low-dimensional
embedding space of the language model while preserving
the original semantic contextual information of the multi-
modal encoder. Specifically, VAB receives embeddings V ∈
RN×Dv from the multimodal encoder, where N represents
the number of visual features and Dv denotes the embedding
dimension of the multimodal encoder. These embeddings un-
dergo nonlinear transformations through MLP and learnable
normalization layers, ultimately producing aligned embed-
dings V′ ∈ RN×Dl , where Dl is the embedding dimension
of the language model.

SEB Module We propose the SEB to enhance semantic
consistency between visual embeddings and the language
model via cross-modal self-attention. The image is processed
by the CLIP [Radford et al., 2021a] and aligned by VAB to
generate a global visual embedding a ∈ RN×Dl , capturing
high-level features. To introduce local detail, the image is
divided into patches and passed through a CNN [Wu, 2017]
to obtain a new embedding b ∈ RN×Db , which serves as the
query.In the attention mechanism, b acts as the query, while a
is used as both key and value. The attention computation inte-
grates visual and semantic information, resulting in a refined
embedding. The output embedding V′′ ∈ RN×Dl incorpo-
rates both global and local visual features, effectively bridg-
ing the gap between the visual encoder and the large language
model.

3.2 Aligning IAN to LLM
In visual language models (VLMs), effective alignment be-
tween images and text is essential for enhancing performance
on multimodal tasks and improving semantic understand-
ing. While existing methods typically use cross-entropy loss
for optimization, this approach has limitations that restrict
the model’s multimodal capabilities. We propose combin-
ing cross-entropy loss with mean squared error (MSE) loss
to better align visual encodings and language embeddings.

Motivation for the New Alignment Strategy
Current methods predominantly rely on cross-entropy loss to
optimize language models for accurate text generation [Liu et
al., 2024b; Li et al., 2023b; Cha et al., 2024; Li et al., 2024b].
However, this approach does not directly minimize the dis-
tance between visual and language embeddings, leading to
weak alignment and suboptimal performance in multimodal
tasks. Furthermore, cross-entropy loss lacks explicit guid-
ance on the relationship between image and text embeddings,
which can result in inconsistent representations. To address
these limitations, we propose combining Mean Squared Er-
ror (MSE) loss with cross-entropy loss, where once the image
features are mapped by the projection layer, they should align
with the image caption encoded by the large language model
[Zhao et al., 2024]. Additionally, we introduce an image-text
distance minimization (ITDM) loss alongside the ITG loss to

directly minimize the distance between visual and text em-
beddings, thereby enhancing both language generation and
multimodal alignment.

Specific Alignment Strategy
Based on the above motivations, our proposed alignment
strategy employs two primary loss functions: Image-Guided
Text Generation (ITG) loss and Image-Text Distance Mini-
mization (ITDM) loss.

The ITG loss is designed to guide the model in generating
corresponding text based on the input image. Specifically, the
input image is first processed by the CLIP model to obtain
its representation vector. This vector is then passed through
the IAN module, where it is mapped into the text embedding
space of the large language model. Subsequently, the ITG
loss is computed in an autoregressive manner. The loss func-
tion can be expressed as follows:

LITG = − 1

L

L∑
i=1

log pθ(yi|y<i,Ximg,Xtext), (1)

where Y = {yi}Li=1 denotes the aligned visual embedding
produced by IAN, Ximg denotes the image input, while Xtext

represents the textual instructions. The model parameters are
represented by θ, which also include the parameters of the
projection layer, denoted as IAN.

The ITDM loss function aims to minimize the distance be-
tween the image vector processed by IAN and the text vec-
tor encoded by the LLM. Specifically, the image vector pro-
cessed by IAN is represented as dian, and the text vector en-
coded by the LLM is represented as dllm. The ITDM loss is
calculated using the following formula:

LITDM =
1

N

N∑
i=1

∥dian − dllm∥22, (2)

Here, N represents the batch size. To fully leverage the ad-
vantages of both the cross-entropy loss and the mean squared
error loss, we define a composite loss function as follows:

L = LITG + LITDM, (3)

The composite loss function improves language generation
and aligns visual and language embeddings. Through con-
trastive learning, multimodal vectors are aligned with the se-
mantic space of large language models. After fine-tuning, the
model better processes multimodal information and enhances
its outputs.

3.3 Extended SKILLS with Multimodal Tool Use
To expand the input boundaries of the model, we propose a
novel architectural design that supports multimodal outputs
and enhances the model’s task planning capabilities to solve
complex tasks.
HMDSet Dataset Construction We designed a human-
machine dialogue dataset (HMDSet) that includes a wide
range of input and output modalities, covering text, im-
ages, audio, video, and complex task handling. This en-
ables MAGE to tackle complex cross-modal understanding
and generation tasks.
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Figure 3: Hierarchical Workflow of the Proposed Agent Framework.This figure illustrates a hierarchical process for generating an image
of a boy with a companion. The process includes task planning, task assignment, task execution, and final output.).

Hierarchical Architecture and Output Format of the
Agent The unique aspect of this multimodal agent lies in
its ability to call the required toolset in a structured JSON
format based on natural language output generated by a large
language model (LLM), as shown in fig. 3. We employ a hi-
erarchical strategy in the task planning and prediction process
to efficiently determine the specific tools and parameters.

4 Experiments
4.1 Implementation Details
In this section, we describe the experimental setup used in
our study to evaluate the performance of our proposed model.
The following outlines the implementation details, datasets,
and benchmarks that were used to ensure robustness and com-
prehensiveness of the results.

Model Configuration. We used two variants of the Vicuna-
v1.5 [Zheng et al., 2023] large language model (7B and
13B) and CLIP ViT-L/14 [Radford et al., 2021b] (336px) as
the vision encoder, with input images set to a resolution of
336×336 pixels. Visual features are derived from the penul-
timate layer of the CLIP model, excluding the CLS token.
During training, we fine-tuned all model parameters (includ-
ing CLIP and LLM) without using parameter-efficient tech-
niques like LoRA [Hu et al., 2021], ensuring the model learns
complete representations. Training was conducted using 48
A6000 GPUs. All the training data is presented in table 2.Our
training process is divided into three phases:

Stage 1:Pretraining Details. For the initial training phase,
we use the CC-558K dataset, to perform semantic alignment
across modalities. In this phase, we freeze the parameters

of the visual encoder (CLIP) and the LLM, focusing solely
on training the IAN. This approach enables us to align the
visual and linguistic features without altering the core model
components.

Stage 2:Instruction-tuning Details. In the second phase,
we scale up the dataset to approximately 980K samples
by combining the 665K mixture dataset with the ALLaVA-
Instruct-VFLAN-4V [Chen et al., 2024] dataset. This ex-
tended dataset includes a rich set of question-answer pairs,
simulating real-world user interactions. For training in this
phase, only 90% of this dataset was used. This phase enables
fine-tuning of the model for more natural and contextually
relevant multimodal responses.

Stage 3:Self-Cognition Training Details We refer to the
third stage of training as ”Self-Awareness Planning Train-
ing,” aimed at enhancing the model’s ability to handle com-
plex cross-modal understanding and generation. The train-
ing data combines the remaining 10% of the fine-tuning
dataset from the second stage with the newly constructed
self-awareness dataset, which includes multimodal human-
machine dialogues involving text, images, audio, and video.
The output is a JSON task plan specifying tool categories and
parameters. The dialogue examples are generated by GPT-
4 and manually reviewed to ensure diversity and accuracy.
This stage of training enables the model to develop a chain-
of-thought capability, allowing it to proactively invoke tools
and autonomously plan and execute complex tasks.

4.2 Experimental Setting
We introduce experimental settings, including the bench-
marks and evaluation metrics.
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Method LLM Vision Encoder Projector #Token Res. MMB MMBcn SEEDI MME POPE

Approaches using 7B LLM
Qwen-VL-Chat [Bai et al., 2023] Qwen-7B OpenCLIP ViT-bigG Resampler 256 448 60.6 56.3 58.2 1487/360 -
InstructBLIP [Dai et al., 2023] Vicuna-7B EVA-CLIP ViT-G Q-former 64 224 36.0 23.7 53.4 - -
LLaVA-TokenPacker-HD [Li et al., 2024b] Vicuna-7B CLIP ViT-L/14 TokenPacker 64 336 67.4 - - 1489/338 86.3
LLaVA-1.5 [Liu et al., 2024a] Vicuna-7B CLIP ViT-L/14 Linear 576 336 64.3 58.3 58.6 1510/- 85.9
LLaVA-NeXT [Li et al., 2024a] Vicuna-7B CLIP ViT-L/14 Linear 576 336 67.4 62.3 - 1519/332 86.5
C-Abstractor [Cha et al., 2024] Vicuna-7B CLIP ViT-L/14 C-Abstractor 144 224 70.1 - 64.5 1584/307 -
D-Abstractor [Cha et al., 2024] Vicuna-7B CLIP ViT-L/14 D-Abstractor 144 224 70.8 - 63.8 1544/291 -
MAGE(Ours) Vicuna-7B CLIP ViT-L/14 IAN 144 336 71.2 70.3 65.3 1572/323 86.7

Approaches using 13B LLM
InstructBLIP [Dai et al., 2023] Vicuna-13B EVA-CLIP ViT-G Q-former 64 224 - - - 1212/- 78.9
LLaVA-TokenPacker-HD [Li et al., 2024b] Vicuna-13B CLIP ViT-L/14 TokenPacker 64 336 69.5 - - 1595/356 88.1
LLaVA-1.5 [Liu et al., 2024a] Vicuna-13B CLIP ViT-L/14 Linear 576 336 67.7 63.6 61.6 1531/- 85.9
LLaVA-NeXT [Li et al., 2024a] Vicuna-13B CLIP ViT-L/14 Linear 576 336 70 68.5 - 1575/326 86.2
C-Abstractor [Cha et al., 2024] Vicuna-13B CLIP ViT-L/14 C-Abstractor 256 336 73.2 - 68.2 1629/315 -
D-Abstractor [Cha et al., 2024] Vicuna-13B CLIP ViT-L/14 D-Abstractor 256 336 73.5 - 66.6 1632/333 -
MAGE(Ours) Vicuna-13B CLIP ViT-L/14 IAN 144 336 73.9 73.0 67.8 1632/312 89.9

Table 1: Comparison with other SOTA.Res means the resolution of the image encoder, and #Token represents the number of visual tokens.
The best results are shown in bold, and the second-best are underlined.

Task Datasets #samples

Pretraining dataset BlipCapFilt[Li et al., 2022] 558K
General Instrution LLaVA150K[Liu et al., 2024b],

ShareGPT[Chiang et al., 2023]
665K

Doc/Chart/Screen Doc-VQA[Mathew et al., 2021],
ChartQA[Masry et al., 2022],
DVQA[Kafle et al., 2018]

43K

Math/Reasoning GeoQA+[Chen et al., 2021], 17K
General OCR SynthDog-EN[Kim et al., 2022] 40K
Tool Use HMDSet 31K

Table 2: List of all training datasets.

Benchmarks. We evaluate the model’s performance using
four multimodal large language model (MLLM) benchmarks,
each targeting different aspects of multimodal understand-
ing. MME [Fu et al., 2024] assesses perception and cog-
nition capabilities using a binary yes/no format; MMBench
[Liu et al., 2025b] evaluates reasoning and multimodal tasks
through multiple-choice questions; SEED-Bench [Li et al.,
2023a] tests the model’s ability to handle complex multi-
modal queries; and POPE [Li et al., 2023c] detects model
hallucinations using binary questions to assess the accuracy
of providing correct information.

Evaluation Metrics. We use the official evaluation scripts
provided for each benchmark to measure the model’s per-
formance. For MMBench and SEED-Bench, the evaluation
metric is accuracy. POPE’s performance is assessed using
the F1 score, balancing precision and recall. MME scores
are calculated using official scripts, with separate results for
the Perception and Cognition tasks. Additionally, we re-
port the normalized average score (AvgN [Chen et al., 2020;
Li et al., 2021]), facilitating fair comparisons across different
tasks.

Model MMB MMBcn SEEDI MME POPE

MAGE 71.2 70.3 65.3 1572/323 86.7
w/o IAN proj. 68.1 67.8 62.9 1538/301 86.0
w/o align. 69.7 68.3 61.4 1541/307 86.2
w/o IAN & align. 67.0 65.8 60.9 1521/294 85.9

Table 3: Ablation study evaluating the impact of the IAN pro-
jector and alignment strategies in the proposed MAGE model.
The table demonstrates how the performance decreases when the
IAN projector (w/o IAN proj.), the alignment strategy (w/o align.),
or both (w/o IAN & align.) are removed.

4.3 Overall Results
The results, as shown in table 1, demonstrate that the MAGE
model proposed in this study performs excellently in a 7B
parameter scale LLM, particularly when using only 144 vi-
sual tokens. The MAGE model outperforms those using
256 and 576 visual tokens. For instance, MAGE scores
71.2 on the MMBench benchmark, significantly surpassing
LLaVA-TokenPacker-HD (67.4) and LLaVA-1.5 (64.3). In
MMBench-cn, MAGE scores 70.3, leading LLaVA-NeXT
(62.3) and Qwen-VL-Chat (56.3). On the SEED benchmark,
MAGE scores 65.3, surpassing C-Abstractor (64.5) and D-
Abstractor (63.8).

Furthermore, MAGE 14B also excels on the POPE bench-
marks, with a score of 89.9 on POPE, outperforming LLaVA-
1.5 (85.9) and LLaVA-TokenPacker-HD (88.1), and scor-
ing 73.9 on MMBench, surpassing LLaVA-TokenPacker-
HD (69.5) and D-Abstractor (73.5). These results indicate
that MAGE efficiently extracts visual features, significantly
reduces computational costs while improving performance,
demonstrating its competitiveness in multimodal tasks.

4.4 Ablation Study
The impact of the IAN projection module (IAN proj.) and
alignment strategy (align.) on model performance was
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Projector #Token MME MMB SEED
AvgN

POS SR OL PR SR IL

B1 Linear 576 140 24.4 40.7 70.8 48.9 60.9 52.6
B2 Resampler 144 75.0 22.2 43.2 62.5 47.5 50.6 43.9
B3 C-Abstractor 144 135 24.4 54.3 66.7 49.0 58.8 53.5
B4 IAN 144 135 33.3 51.9 67.0 50.3 55.4 54.2
B5 Resampler 256 73.3 24.4 37.0 79.2 44.4 51.8 45.6
B6 C-Abstractor 256 136.7 26.7 55.6 75.0 52.7 59.3 56.3
B7 IAN 256 140 39.2 53.1 76.5 54.7 56.1 58.3

Table 4: Comparison of Different Projectors The table presents
results for various tasks like Position (POS), Spatial Relationship
(SR), Object Localization (OL), and Physical Relation (PR) for
MMBench, and SR and Instance Location (IL) for SEED-Bench.
AvgN represents the normalized average across all six tasks. The
number of visual tokens (#Token) is also reported. Bold values in-
dicate the best results.

evaluated through ablation experiments on five benchmark
datasets: MMBench, MMBench-cn, SEED, MME, and
POPE, with results summarized in table 3.

The full MAGE model achieved the best performance
across all benchmarks. Removing the IAN projection module
led to a performance drop, particularly on SEED (from 65.3
to 62.9). Further removal of the alignment strategy caused an
additional decrease, with the SEED score dropping to 61.4.
The lowest performance was observed when both compo-
nents were removed, with the SEED score falling to 60.9.
These results emphasize the critical role of the IAN module
and alignment strategy in improving model performance.

4.5 Analysis on IAN
The experimental results, as shown in table 4, demonstrate
that MAGE outperforms other designs across multiple tasks.
In the MME POS task, MAGE scored 140, surpassing other
bridging layers. In the MMBench SR task, MAGE achieved
the best score of 39.2. Similarly, in the SEED-Bench SR task,
MAGE ranked first with a score of 54.7 and an average score
of 58.3, outperforming all other models.

Even with only 144 visual tokens, MAGE scored 33.3
in the MMBench SR task, outperforming models using 256
visual tokens, such as Resampler (22.2) and C-Abstractor
(24.4), demonstrating its efficient reasoning under resource
constraints.

Furthermore, the results in table 5 show that increasing the
number of visual tokens and model size leads to improved
performance. In the MMB task, the 7B model improved from
a score of 70.9 with 64 visual tokens to 71.4 with 256 visual
tokens, while the 13B model improved from 73.1 to 74.4, in-
dicating stable growth. The 13B model outperformed the 7B
model in most tasks, suggesting that larger models with more
visual tokens effectively enhance performance.

4.6 Tool Use Expand the Output Modality of the
VLM

Figure 4 illustrates three specific examples, covering two ba-
sic tasks: text-to-image and text-to-Video, as well as a more
complex task: generating audio and video based on an up-
loaded image. In these tasks, the model automatically se-

Model #Token MMB MMBcn MMEP MME SEEDI POPE

7B
64 70.9 70.0 1544 1851 64.8 86.3

144 71.2 70.3 1572 1895 65.3 86.7
256 71.4 70.6 1580 1913 65.6 86.9

13B
64 73.1 71.9 1595 1907 67.4 89.1

144 73.9 73.0 1632 1944 67.8 89.9
256 74.4 73.3 1643 1969 68.1 90.3

Table 5: Ablation study on the effect of visual token settings. The
table compares two model sizes across different tokens (#Token).

Generate an 
image of a 
Golden Retr iever .

{ "task_type": 
"text_to_image",
"parameters":{"prompt": "A 
Golden Retriever. "} }

Instruction Tool Calling Multimodal Output

Generate a video 
of   a person 
holding a blue 
umbrella.

{ "task_type": "text_to_video",
"parameters":{"prompt": " A 
person holding a blue 
umbrella. "} }

Generate audio 
and video based on 
the image.

        

Step1-3
{ "task_type": "image_to_text"...} 
{ "task_type": "text_to_audio"...}
{ "task_type": "text_to_video"…}

Figure 4: The figure shows an example of how our model ex-
tends multimodal applications by utilizing tools, including two basic
tasks: text-to-image and text-to-video, as well as a composite task
that generates images by combining both images and videos.

lects the most appropriate tool for processing based on the
input text description or multimodal content, thereby gener-
ating high-quality outputs.

In particular, for situations where direct modality genera-
tion is not possible, the model coordinates the invocation of
other tools for inference. As shown in case 3 in Figure 4,
when there is no available tool in the toolset to directly gen-
erate audio and video from an image, the model first calls the
image-to-text tool to convert the image into a textual descrip-
tion, which is then used as the prompt for generating audio
and video. This mechanism significantly enhances the adapt-
ability and flexibility of VLMs when handling diverse tasks.

5 Conclusion
This study proposes MAGE (Multimodal Alignment and
Generation Enhancement), a novel architecture that addresses
semantic and dimensional gaps between visual encoders and
large language models (LLMs). MAGE achieves efficient
alignment through the Intelligent Alignment Network (IAN),
optimizes generation and alignment using a dual-loss strat-
egy, and supports flexible multimodal task outputs, such as
image, audio, and video generation. Experimental results
demonstrate that MAGE performs exceptionally well across
various benchmarks, achieving state-of-the-art efficiency and
accuracy.
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