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Abstract
Federated domain generalization aims to learn a
generalizable model from multiple decentralized
source domains for deploying on the unseen tar-
get domain. The style augmentation methods have
achieved great progress on domain generalization.
However, the existing style augmentation meth-
ods either explore the data styles within isolated
source domain or interpolate the style informa-
tion across existing source domains under the data
decentralization scenario, which leads to limited
style space. To address this issue, we propose
a Multi-source Collaborative Style Augmentation
and Domain-invariant learning method (MCSAD)
for federated domain generalization. Specifically,
we propose a multi-source collaborative style aug-
mentation module to generate data in the broader
style space. Furthermore, we conduct domain-
invariant learning between the original data and
augmented data by cross-domain feature alignment
within the same class and classes relation ensem-
ble distillation between different classes to learn a
domain-invariant model. By alternatively conduct-
ing collaborative style augmentation and domain-
invariant learning, the model can generalize well
on unseen target domain. Extensive experiments
on multiple domain generalization datasets indicate
that our method significantly outperforms the state-
of-the-art federated domain generalization meth-
ods.

1 Introduction
Domain generalization is a challenging task in machine learn-
ing, which involves training a model on source domains to
generalize well on the unseen target domain. As the data
from different domains exist domain shift[Huang et al., 2024;
Wu et al., 2024; Li et al., 2024; Tang et al., 2024b; Tang et
al., 2025], the model trained on source domains tends to be
domain-specific, leading to the degraded performance on un-
seen target domain. The domain-specific bias between source
domains and the unseen target domain partially stems from
the differences of data styles. Based on this assumption, the
existing domain generalization methods diversify the style of

source domains to against the domain-specific bias, e.g. some
Single-Domain Generalization (Single-DG) methods[Kang
et al., 2022; Zhou et al., 2020b; Zhou et al., 2020a] ex-
pand the style space of single source domain and the Multi-
Domain Generalization (Multi-DG) methods[Xu et al., 2021;
Zhou et al., 2021b] conduct style interpolation between mul-
tiple source domains to generate data with novel styles.

(a) Single-domain Style Exploration

(c) Collaborative Style Augmentation

(b) Multi-domain Style Interpolation

Style Space

Novel Style
Source Style 1
Source Style 2
Source Style 3

Figure 1: (a) Single-domain style exploration on the isolated source
domains ignores the styles of other domains, which leads to limited
style diversity. (b) Multi-domain style interpolation mixes the shared
style information across decentralized source domains, which leads
to the generated styles within the existing source domains. (c) Col-
laborative style augmentation proposed in this work generates data
with novel styles out of the existing source domains, which can ex-
plore the broader style space.

Conventional Multi-DG[Dou et al., 2019; Du et al., 2022;
Zhou et al., 2021b; Tang et al., 2024a] assumes that the data
from different source domains are centralized and available
for learning a domain-invariant model. However, consider-
ing the data privacy and communication cost, the data from
different source domains are decentralized and forbidden to
share across domains[Yuan et al., 2023; Wu and Gong, 2021;
Wei et al., 2023; Wei and Han, 2023; Wei and Han, 2022].
In this work, we consider the Federated Domain Generaliza-
tion (FedDG) scenario[Yuan et al., 2023; Wei and Han, 2024;
Park et al., 2023; Xu et al., 2023b], where the data from dif-
ferent source domains are decentralized.
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Under the data decentralization scenario, either single-
domain style exploration within each isolated source do-
main or multi-domain style interpolation across decentralized
source domains, could be used to diversify the source do-
mains. However, the diversity of styles generated by existing
methods are still limited. Firstly, the single-domain style ex-
ploration methods [Zhong et al., 2022; Wang et al., 2021]
employed by Single-DG ignore the styles of other source
domains, which degrades the generalization performance, as
shown in Figure 1 (a). Secondly, the multi-domain style inter-
polation methods [Liu et al., 2021; Chen et al., 2023] used by
Multi-DG result in limited styles within the existing source
domains, as shown in Figure 1 (b). Furthermore, the style
information across decentralized source domains should be
shared for conducting the multi-domain style interpolation
under the data decentralization scenario, which have the risk
of privacy leakage and lead to additional communication cost.
How to explore the out-of-distribution styles between mul-
tiple decentralized source domains becoming the key chal-
lenge.

For exploring the broader style space across multiple de-
centralized source domains, we propose a FedDG method to
collaboratively explore the out-of-distribution styles across
decentralized source domains. Inspired by the existing meth-
ods [Huang and Belongie, 2017; Zhong et al., 2022], we
conduct channel-wise statistic features transformation to ex-
plore the out-of-distribution styles with the collaboration of
other source domains. Specifically, the classifier heads from
other source domains are used as the discriminators. The
augmented data which cannot be correctly classified by the
existing classifiers from other domains, tend to be out-of-
distribution. Different from the existing single-domain ex-
ploration methods and multi-domain style interpolation meth-
ods, the proposed Collaborative Style Augmentation (CSA)
method can collaboratively explore the broader style space
between the decentralized source domains, as shown in Fig-
ure 1(c). And the risk of privacy leakage and the cost of com-
munication are smaller than sharing style information across
decentralized domains [Liu et al., 2021; Chen et al., 2023].

Furthermore, we conduct domain-invariant learning be-
tween the original data and augmented data to learn the
domain-invariant information for generalizing well on the un-
seen target domain. Specifically, we align the features of
original data and augmented data by contrastive loss to in-
crease the compactness of representations within the same
class. And we distill the classes relationships from multiple
classifier heads to improve the generalizable ability of model.
On the decentralized source domains, the collaborative style
augmentation and domain-invariant learning are conducted
alternatively to improve the generalizable ability of models
on the unseen target domain.

The experiments on multiple domain generalization
datasets indicate the effectiveness of our method. The ma-
jor contributions of this work can be summarized as follows:

• We propose a Collaborative Style Augmentation module
to explore the out-of-distribution styles under the data
decentralization scenario with the collaboration of other
source domains.

• We conduct domain-invariant learning between the orig-
inal data and augmented data by contrastive alignment
and ensemble distillation for learning domain-invariant
model which can generalize well on the unseen target
domain.

• The results and analysis on multiple domain generaliza-
tion datasets indicate that our method outperforms the
state-of-the-art FedDG methods significantly.

2 Related Works
Multi-source Domain Generalization. Multi-DG aims to
learn a generalizable model by utilizing multiple labeled
source domains. Conventional Multi-DG methods can be cat-
egorized into (1) data augmentation methods, (2) domain-
invariant representation learning methods, and (3) other
learning strategies. Data augmentation methods aim to diver-
sify the source domains for improving the generalization abil-
ity of model on unseen target domain. For example, L2A-OT
[Zhou et al., 2020b] and DDAIG [Zhou et al., 2020a] learn
the image generator to generate images with novel styles,
FACT [Xu et al., 2021], MixStyle [Zhou et al., 2021b],
and EFDMix [Zhang et al., 2022] conduct style interpola-
tion between different source domains to generate data with
novel styles. Domain-invariant representation learning meth-
ods aim to learn the intrinsic semantic representation from
multiple source domains for applying to unseen target do-
main. Such as the self-supervised learning methods, JiGen
[Carlucci et al., 2019] and EISNet [Wang et al., 2020] utilize
the Jigsaw auxiliary task to learn the domain-invariant repre-
sentations. And RSC [Huang et al., 2020], CDG [Du et al.,
2022], I2-ADR [Meng et al., 2022], and DomainDrop [Guo
et al., 2023] learn the intrinsic semantic representations by re-
moving the spurious correlation features. Learning strategies,
e.g. MASF [Dou et al., 2019] utilizes meta-learning to learn
intrinsic semantic representations across different domains.
And DAEL [Zhou et al., 2021a] utilizes ensemble learning to
learn the complementary knowledge from different domains.
However, these conventional Multi-DG methods assume that
the data from multiple source domains can be accessed simul-
taneously, which cannot be satisfied under the data decentral-
ization scenario.

Single-source Domain Generalization. Single-DG di-
rectly learns a generalizable model from single source do-
main. The existing Single-DG methods [Wang et al., 2021;
Li et al., 2021a; Xu et al., 2023a; Zhou et al., 2021b;
Wang et al., 2021] usually synthesize images or features
with novel styles and keep the semantic information invariant,
which can expand the diversity of source domain to achieve
better generalization ability. For example, StyleNeophile
[Kang et al., 2022] and DSU [Liu et al., 2021] explore novel
styles in feature space to expand the source domain. And the
AdvStyle [Zhong et al., 2022] generates images with novel
styles by adversarial augmentation. However, these Single-
DG methods cannot collaboratively utilize multiple decen-
tralized source domains and lead to limited generalization
performance. We will give a detailed comparison and analy-
sis in experiments by applying these single-domain style ex-
ploration methods on FedDG scenario.
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Figure 2: (a) The overall framework of our method. The local source domain models {Mi}ni=1 are trained on the isolated local clients and
aggregated on the server side to obtain the global model MG, which will be used on the unseen domain for better generalizable ability.
(b) The local model training on decentralized source domains, where collaborative style augmentation and domain-invariant learning are
conducted alternatively to improve the generalizable ability of local source domain models.

Federated Domain Generalization. FedDG collabora-
tively train multiple decentralized source domains for obtain-
ing a model generalizing well on the unseen target domain.
The existing FedDG methods utilize the federated learning
framework e.g. FedAvg [McMahan et al., 2017] to collab-
oratively train the local source models on the decentralized
source domains and aggregate the local source models on
the server side. The existing FedDG methods can be cate-
gorized into (1) domain-invariant learning methods and (2)
model aggregation strategies. The domain-invariant learning
methods focus on exploring the data with out-of-distribution
styles for generalizing on the unseen target domain. For ex-
ample, ELCFS [Liu et al., 2021] and CCST [Chen et al.,
2023] interpolate the shared style information across decen-
tralized source domains to generate data with novel styles, the
StableFDG [Park et al., 2023] explores novel styles based on
the shared style information across decentralized source do-
mains. And FADH [Xu et al., 2023b] trains additional image
generators on the local clients to generate images with novel
styles. COPA [Wu and Gong, 2021] augments the images
by pre-defined augmentation pool, e.g. RandAug [Cubuk et
al., 2020] for learning the domain-invariant model. Differ-
ent from these multi-domain style interpolation methods, our
method can explore the broader style space without sharing
the style information across decentralized source domains.
The model aggregation strategies e.g. CASC [Yuan et al.,
2023] and GA [Zhang et al., 2023] calibrate the aggrega-
tion weights of local models on server side to obtain a fair-
ness global model for the better generalization ability. Dif-
ferent from these methods, our method aims to learn domain-

invariant model on local clients.

3 Method
Problem Definition. We focus on the generic image classifi-
cation task for FedDG. Given multiple decentralized source
domains {Xi, Yi}ni=1, each domain {Xi, Yi} contains Ni
samples. Data from different source domains are located on
the isolated clients and forbidden to share across clients. The
goal of FedDG is to learn a generalizable global modelMG

from multiple decentralized source domains {Xi, Yi}ni=1 for
deploying on the unseen target domain Xt. The different
source domains {Xi, Yi}ni=1 and unseen target domainXt ex-
ist the covariate shift, e.g. the marginal distribution of images
P (X) differs but the conditional label distribution P (Y |X)
keeps same across domains.

3.1 Overall Framework
We propose a multi-source collaborative style augmenta-
tion and domain-invariant learning method to explore out-
of-distribution styles and learn the domain-invariant model
across decentralized source domains. As shown in Figure
2(a), each client contains a source domain, there are four steps
to collaboratively train the decentralized source domains. On
Step 1, the local models {Mi}ni=1 are trained on the isolated
source domains respectively. Each local modelMi contains
a feature extractor Fi and a classifier head Ci. On Step 2,
the local models {Mi}ni=1 are uploaded to the server side.
On Step 3, the local models {Mi}ni=1 are aggregated by pa-
rameter averaging to obtain a global model MG. Then, the
global modelMG and the classifier heads {Ct−1i }ni=1 of dif-

Preprint – IJCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.



Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

ferent source domains are broadcasted to local clients on Step
4, which are used to conduct local training with the collabora-
tion of other domains on the next t-th round training. The four
steps are conducted iteratively until the global model conver-
gence. Finally, the global modelMG is deployed on the un-
seen domain {Xt}.

For learning a domain-invariant model from multiple de-
centralized source domains to generalize well on unseen tar-
get domain, we propose (1) Collaborative Style Augmen-
tation (CSA) to explore the out-of-distribution styles with
the collaboration of other domain classifier heads, and (2)
domain-invariant learning between the original data and aug-
mented data to learn the intrinsic semantic information within
class by contrastive alignment and the relationship between
classes by cross-domain relation matching.

3.2 Collaborative Style Augmentation
Inspired by the existing style augmentation methods, e.g.
MixStyle[Zhou et al., 2021b], the style information of the
feature f ∈ RH×W×C with the spatial size H ×W can be
revealed by the channel-wise mean µ and standard deviation
σ:

µ =
1

HW

∑
h∈H,w∈W

fh,w, (1)

σ =

√
1

HW

∑
h∈H,w∈W

(fh,w − µ)2. (2)

For generating features with novel style, the original fea-
ture f is normalized by the channel-wise mean µ and stan-
dard deviation σ, then the normalized feature is scaled by the
novel standard deviation σ̂ and added by the novel mean µ̂:

f̂ = σ̂
f − µ
σ

+ µ̂. (3)

For generating novel statistic mean µ̂ and standard devia-
tion σ̂, the existing style augmentation methods e.g. single-
domain style exploration method DSU [Li et al., 2021b] ex-
pands the mean µ and standard deviation σ by sampling per-
turbs from the estimated Gaussian distribution, the AdvStyle
[Zhong et al., 2022] expends µ and σ by maximizing the
cross-entropy loss of the current model Fi ◦ Ci to learn the
adversarial perturbs. However, these single-domain style ex-
ploration methods only explores the styles based on the cur-
rent source domain and ignores the other decentralized source
domains, which leads to limited diversity of styles. Although
some FedDG methods e.g. CCST [Chen et al., 2023] and
StableFDG [Park et al., 2023] share the mean µ and standard
deviation σ across multiple decentralized source domains to
conduct multi-domain style interpolation, the generated novel
styles still come from the style space of existing source do-
mains.

Different from these single-domain exploration methods
and multi-domain interpolation methods, we propose collab-
orative style augmentation to generate the out-of-distribution
styles with the collaboration of other source domains. Specif-
ically, we use the classifier heads from other source domains
as the discriminators to guide the generalization of novel

styles, as shown in the top of Figure 2(b). On the isolated
domain Di, the style statistics µ̂ and σ̂ can be learned as fol-
lows:

µ̂ = µ+
1

n

n∑
j=1

η∇µL
′

ce(F li ◦ Ct−1j ; f̂), (4)

σ̂ = σ +
1

n

n∑
j=1

η∇σL
′

ce(F li ◦ Ct−1j ; f̂). (5)

The L′

ce = −y log(δ(F li ◦ C
t−1
j (f̂))), δ is the softmax

function. {Ct−1j }nj=1 are the classifier heads of decentralized
source domains from the last round t − 1. For the feature f
extracted by hiden layers, we conduct adversarial style aug-
mentation by using the rest neural network layers F li . In ex-
periments, we analysis where are the best location to conduct
feature augmentation.

In Equation 4 and Equation 5, the generated novel styles
tend to be away from the decision boundary of existing clas-
sifiers from different source domains, so that the features with
novel styles are out of the existing source domains.

3.3 Domain-invariant Learning
The original data and augmented data are used to train the
local model with cross-entropy:

Ltask =
1

2
(Lce(Fi ◦ Ci;x) + L

′

ce(F li ◦ Ci; f̂)). (6)

For further improving the generalization ability of model,
we conduct domain-invariant learning between original data
and augmented data. Firstly, the cross-domain feature align-
ment is utilized to learn the compact representations within
the class by contrastive alignment. Secondly, Cross-Domain
Relationship Matching (CDRM) is proposed to learn the rela-
tionship between classes from the ensemble of multiple clas-
sifier heads.

Cross-domain feature alignment
We conduct supervised contrastive alignment [Khosla et al.,
2020] at feature level to improve the compactness of repre-
sentations within the same class. For the i-th isolated domain:

LSupCon = −
2Ni∑
j=0

1

|P (j)|
∑

p∈P (j)

log
e(zj ·zp/τ)∑

a∈A(j) e
(zj ·za/τ)

.

(7)
The zj are the feature of j-th image extracted by feature

extractor Fi. The P (j) is the set of features with the same
label as j-th image, |P (j)| indicates the number of features
in set P (j). A(j) indicates the features of original data and
augmented data. τ is the temperature parameter, hear we set
0.07 following previous work.

Cross domain relation matching
Furthermore, we conduct cross-domain relation matching to
keep the intrinsic similarity between classes, e.g. the cate-
gory of giraffe has a larger similarity with the elephant than
the house. For obtaining the intrinsic relationship between
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classes, we calculate the ensemble logits lens of the same
class from multiple classifiers {Ct−1i }ni=1. For example, on
the m-th source domain, we calculate the lkens of class k by
averaging the logits of original images from different classi-
fier heads within the same class C(k):

lkens =
n∑
i=1

∑
j∈C(k)

Fm ◦ Ct−1i (xj), (8)

then lkens is scaled with a temperature τ = 2.0 by soft-
max function for smoothing the probability between classes,
which can capture intrinsic semantic relationship between
current class k and other classes. The smoothed lkens of dif-
ferent classes are {pkens}Kk=1.

We also calculate the class relation {pkcur}Kk=1 of the origi-
nal images and {p̂kcur}Kk=1 of the stylized images from current
model Fm ◦ Cm, which are used to match the ensemble class
relation {pkens}Kk=1:

Lcdrm =
K∑
k=1

K∑
j=1

(pk(j)ens log pk(j)cur + pk(j)ens log p̂k(j)cur ), (9)

The overall loss of semantic learning on local clients is as
follows:

Llocal = Ltask + λconLcon + λcdrmLcdrm, (10)

where λcon and λcdrm are the hyper-parameters to balance
different losses.

3.4 Model Aggregation
On the server side, we aggregate different source domain
models {Mi}ni=1 by parameter averaging:

MG =
n∑
i=1

Ni
Ntotoal

Mi, (11)

the Ntotal is the sum of all samples from different source
domains. The aggregated global model MG is used as the
initial local model on local clients for the next round of train-
ing.

4 Experiments
4.1 Datasets
In this work, we follow the previous DG works [Zhou et
al., 2021b; Wu and Gong, 2021] to evaluate our method on
three image classification datasets: PACS, Office-Home, and
VLCS. PACS contains 9,991 images of 7 categories from
four domains, Art-Painting (Art), Cartoon, Photo, and Sketch.
Following previous works [Zhou et al., 2021b], we split the
data of each domain into 80% for training and 20% for test-
ing. Office-Home contains 15,500 images of 65 categories
from four domains, Artistic (Art), Clipart, Product, and Real-
World (Real). Following the previous works [Zhou et al.,
2021b], we split each domain into 90% as the training set
and 10% as the test set. VLCS contains 10,729 images of 5
categories from four domains, Pascal, LabelMe, Caltech, and

Sun. Following previous works [Chen et al., 2023], we split
the data of each domain into 80% for training and 20% for
testing.

We utilize the leave-one-domain-out protocol [Zhou et al.,
2021b] to select a domain as the unseen target domain for
evaluation and the rest as the source domains for training.

4.2 Implementation Details
Following previous works [Yuan et al., 2023; Wu and Gong,
2021], we use the pre-trained ResNet-18 on ImageNet as the
backbone for PACS, Office-Home, and VLCS dataset. The
SGD optimizer is used to optimize the network with momen-
tum 0.9 and weight decay 5e-4. The initial learning rate is
0.001 decayed by the cosine schedule to 0.0001 for the PACS
and VLCS datasets. For the Office-Home dataset, the initial
learning rate is 0.002 and decayed to 0.0001. The batch size is
16 for PACS and VLCS, and 30 for Office-Home. The adver-
sarial learning rate η is 1.0 for PACS and VLCS dataset, 0.3
for Office-Home datasets. The λSupCon is 1.0 for PACS and
Office-Home dataset, 0.3 for VLCS dataset. The λcdrm is 4.0
for PACS, 0.7 for Office-Home, and 0.3 for VLCS dataset.
the τ of Lcdrm is 1.5 for all dataset. The values of hyper-
parameters are set according to the performance on validation
set of source domains.

We train the local model on each client 1 epoch in Step
1 and then upload the local models to the server side for
model aggregation. The total communication rounds between
clients and server is 40 for PACS, Office-Home, VLCS. All
experiments are conducted three times with different random
seeds, and the mean accuracy (%) is reported.

For evaluating the effectiveness of our method, we make
a comparison with the state-of-the-art DG methods. The
DeepAll indicates training the model by cross-entropy on
the centralized source domains. The FedAvg [McMahan et
al., 2017] indicates collaborative training the decentralized
source domains. As shown in Table 1, Table 2, and Table
3, we report the accuracy (%) of state-of-the-art methods un-
der the data centralized and decentralized scenario, where the
Dec. indicates the data decentralization scenario.

4.3 Comparison With the State-of-the-Art
Methods

As shown in Table 1, Table 2, and Table 3, our method MC-
SAD achieves the best average accuracy under the data decen-
tralization scenario on three datasets, PACS, Office-Home,
and VLCS. Compared with the style interpolation methods,
e.g. ELCFS and CCST, our method can explore the broader
style space, which leads to large performance improvement.
FADH trains the additional image generators on each source
domain by maximizing the entropy of the global model and
minimizing the cross-entropy of the local model. Compared
with FADH, our method MCSAD is simple but effective. As
shown in Table 1 and Table 2, our method outperforms FADH
significantly. COPA learns the domain-invariant model with
the collaboration of multiple classifier heads, and the ensem-
ble of classifier heads from different domains is used to de-
ploy on the unseen domain. However, our method only uti-
lizes a global model to deploy on unseen domain and achieves
better performance, as shown in Table 1, Table 2, and Table
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Methods Dec. Art Cartoon Photo Sketch Avg
DeepAll [Zhou et al., 2021a] × 77.0 75.9 96.0 69.2 79.5
JiGen [Carlucci et al., 2019] × 79.4 75.3 96.0 71.4 80.5
EISNet [Wang et al., 2020] × 81.9 76.4 95.9 74.3 82.2
MASF [Dou et al., 2019] × 80.3 77.2 95.0 71.7 81.0
DAEL [Zhou et al., 2021a] × 84.6 74.4 95.6 78.9 83.4
L2A-OT [Zhou et al., 2020b] × 83.3 78.2 96.2 73.6 82.8
DDAIG [Zhou et al., 2020a] × 84.2 78.1 95.3 74.7 83.1
FACT [Xu et al., 2021] × 85.4 78.4 95.2 79.2 84.5
MixStyle [Zhou et al., 2021b] × 84.1 78.8 96.1 75.9 83.7
EFDMix [Zhang et al., 2022] × 83.9 79.4 96.8 75.0 83.9
DSU [Li et al., 2021b] × 83.6 79.6 95.8 77.6 84.1
StyleNeo [Kang et al., 2022] × 84.4 79.2 94.9 83.2 85.4
RSC [Huang et al., 2020] × 83.4 80.3 96.0 80.9 85.2
I2-ADR [Meng et al., 2022] × 82.9 80.8 95.0 83.5 85.6
CDG [Du et al., 2022] × 83.5 80.1 95.6 83.8 85.8
FedAvg [McMahan et al., 2017] X 79.7 75.6 94.7 81.1 82.8
CASC [Yuan et al., 2023] X 82.0 76.4 95.2 81.6 83.8
GA [Zhang et al., 2023] X 83.2 76.9 94.0 82.9 84.3
ELCFS [Liu et al., 2021] X 82.3 74.7 93.3 82.7 83.2
CCST [Chen et al., 2023] X 81.3 73.3 95.2 80.3 82.5
FADH [Xu et al., 2023b] X 83.8 77.2 94.4 84.4 85.0
StableFDG [Park et al., 2023] X 83.0 79.3 94.9 79.8 84.2
COPA [Wu and Gong, 2021] X 83.3 79.8 94.6 82.5 85.1
MCSAD (ours) X 84.2 81.2 95.1 84.6 86.3

Table 1: Accuracy(%) on PACS dataset. We have bolded the best
results and underlined the second results.

Methods Dec. Art Clipart Product Real Avg
DeepAll [Zhou et al., 2021a] × 57.9 52.7 73.5 74.8 64.7
JiGen [Carlucci et al., 2019] × 53.0 47.5 71.5 72.8 61.2
EISNet [Wang et al., 2020] × 56.8 53.3 72.3 73.5 64.0
DAEL [Zhou et al., 2021a] × 59.4 55.1 74.0 75.7 66.1
L2A-OT [Zhou et al., 2020b] × 60.6 50.1 74.8 77.0 65.6
DDAIG [Zhou et al., 2020a] × 59.2 52.3 74.6 76.0 65.5
FACT [Xu et al., 2021] × 60.3 54.9 74.5 76.6 66.6
MixStyle [Zhou et al., 2021b] × 58.7 53.4 74.2 75.9 65.5
StyleNeo [Kang et al., 2022] × 59.6 55.0 73.6 75.5 65.9
RSC [Huang et al., 2020] × 58.4 47.9 71.6 74.5 63.1
CDG [Du et al., 2022] × 59.2 54.3 74.9 75.7 66.0
DomainDrop [Guo et al., 2023] × 59.6 55.6 74.5 76.6 66.6
FedAvg [McMahan et al., 2017] X 58.2 51.6 73.1 73.8 64.2
GA [Zhang et al., 2023] X 58.8 54.3 73.7 74.7 65.4
ELCFS [Liu et al., 2021] X 57.8 54.9 71.1 73.1 64.2
CCST [Chen et al., 2023] X 59.1 50.1 73.0 71.7 63.6
FADH [Xu et al., 2023b] X 59.9 55.8 73.5 74.9 66.0
StableFDG [Park et al., 2023] X 57.2 57.9 72.8 72.2 65.0
COPA [Wu and Gong, 2021] X 59.4 55.1 74.8 75.0 66.1
MCSAD (ours) X 59.4 58.8 75.0 75.4 67.2

Table 2: Accuracy(%) on Office-Home dataset. We have bolded the
best results and underlined the second results.

Methods Dec. Pascal LabelMe Caltech Sun Avg
DeepAll [Zhou et al., 2021a] × 71.4 59.8 97.5 69.0 74.4
JiGen [Carlucci et al., 2019] × 74.0 61.9 97.4 66.9 75.1
L2A-OT [Zhou et al., 2020b] × 72.8 59.8 98.0 70.9 75.4
MixStyle [Zhou et al., 2021b] × 72.6 58.5 97.7 73.3 75.5
RSC [Huang et al., 2020] × 75.3 59.8 97.0 71.5 75.9
DomainDrop [Guo et al., 2023] × 76.4 64.0 98.9 73.7 78.3
FedAvg [McMahan et al., 2017] X 72.0 63.3 96.5 72.4 76.0
CASC [Yuan et al., 2023] X 72.0 63.5 97.2 72.1 76.2
ELCFS [Liu et al., 2021] X 71.1 59.5 96.6 74.0 75.3
COPA [Wu and Gong, 2021] X 71.5 61.0 93.8 71.7 74.5
MCSAD (ours) X 76.1 65.6 98.6 75.0 78.8

Table 3: Accuracy(%) on VLCS dataset. We have bolded the best
results and underlined the second results.

3. Compared with the methods which focus on the model ag-
gregation stage, e.g. CASC and GA, our method learns the
domain-invariant representations on local clients and outper-
forms these methods largely.

Although the data from different domains are kept de-
centralized, our method even outperforms the state-of-the-art
methods e.g. MixStyle, RSC, and StyleNeo, which can ac-
cess multiple source domain data simultaneously.

4.4 Ablation Study
Contributions of Different Components. As shown in Ta-
ble 4, we conduct ablation study about the different com-
ponents of our method on PACS dataste. Compared with
the baseline, the Collaborative Style Augmentation (CSA)
can improve the average accuracy largely. Combining with
the LSupCon and Lcdrm, the performance can be further im-
proved by learning the compact representations and the class
relationship. By alternative conduct style augmentation and
semantic learning with LSupCon and Lcdrm, we achieve the
best average accuracy.

The CSA proposed in this work augments the feature in
hidden layer. We also conduct experiments to validate the ef-
fectiveness of conducting CSA on different layers. As shown
in Table 5, we conduct CSA after the different blocks of
ResNet-18. Compared with the baseline method, conducting
CSA after different blocks can improve the accuracy on un-
seen target domain. Due to the shallow layer of Deep Neural
Network extracting the features with more style information,
conducting CSA after the first and second Blocks can achieve
better accuracy. When conducting CSA after the first and sec-
ond Blocks, we can achieve the best average accuracy 85.0%.

Comparison with Different Style Augmentation Meth-
ods. We also make a comparison with other data aug-
mentation methods under the FedAvg framework, including
(1) single-domain style expanding methods, e.g. DSU and
AdvStyle, (2) multi-domain style interpolation method, e.g.
AM, MixStyle, and EFDMix. (3) pre-defined augmentation
pool, e.g. RandAug, and (4) the methods FADH, which train
image generator.

CSA LSupCon Lcdrm Art Cartoon Photo Sketch Avg
- - - 79.7 75.6 94.7 81.1 82.8
X - - 82.3 80.2 95.4 82.2 85.0
X X - 83.4 80.9 95.7 83.9 86.0
X - X 82.5 80.1 95.5 83.6 85.4
X X X 84.2 81.2 95.1 84.6 86.3

Table 4: Accuracy(%) of each component on PACS dataset.

Block1 Block2 Block3 Art Cartoon Photo Sketch Avg
- - - 79.7 75.6 94.7 81.1 82.8
X - - 81.4 78.3 95.1 83.0 84.5
- X - 81.7 79.8 95.4 81.3 84.6
- - X 82.7 79.3 95.3 80.3 84.4
X X - 82.3 80.2 95.4 82.2 85.0
X X X 80.9 78.1 94.7 83.2 84.2

Table 5: Ablation study about the location of collaborative style aug-
mentation on PACS dataset.
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Methods Art Cartoon Photo Sketch Avg
FedAvg [McMahan et al., 2017] 79.7 75.6 94.7 81.1 82.8
+ DSU [Li et al., 2021b] 81.5 77.9 95.5 81.6 84.1
+ AdvStyle [Zhong et al., 2022] 80.0 75.9 94.7 82.0 83.2
+ AM [Zhang et al., 2023] 83.4 76.2 95.4 80.8 84.0
+ MixStyle [Zhou et al., 2021b] 82.1 76.8 95.3 82.3 84.1
+ EFDMix [Zhang et al., 2022] 81.9 78.3 94.7 82.5 84.4
+ RanAug [Wu and Gong, 2021] 83.6 76.1 95.9 81.4 84.3
+ FADH [Xu et al., 2023b] 82.8 77.2 93.9 84.1 84.5
+ CSA (ours) 82.3 80.2 95.4 82.2 85.0

Table 6: Accuracy (%) of different style augmentation methods on
PACS dataset.

As shown in Table 6, the CSA method proposed in this
work outperforms the single-domain style expanding meth-
ods and multi-domain style interpolation methods on average
accuracy largely. Our method can generate novel styles out of
the existing source domains with the collaboration of multiple
classifier heads, the single-domain style expanding methods
or multi-domain style interpolation methods only lead to lim-
ited styles in the style space of the existing source domains.

The RandAug generates images with pre-defined augmen-
tation strategies, e.g. image processing, which cannot dy-
namically generate novel styles out of the existing source
domains. As shown in Table 6, RandAug performs poorly
on the Sketch domain. Different from RandAug, our CSA
method generates novel styles by adversarial style augmen-
tation, which can explore the out-of-distribution styles in an
online manner. As shown in Table 6, our CSA also outper-
forms RandAug in average accuracy.

The FADH trains the image generators on multiple decen-
tralized source domains and achieves the average accuracy
84.5%. Different from FADH, our method CSA diversify
the features by adversarial style augmentation, which leads to
better average accuracy. Furthermore, compared with FADH,
our method leads to smaller computational and storage cost.

Different Distillation Strategies. In the domain-invariant
learning stage, we propose Cross-Domain Relation Matching
(CDRM) Lcdrm loss to distill the intrinsic relation between
classes.

There are different distillation strategies, including (1)
Kullback-Leibler (KL) divergence used by [Kang et al., 2022;
Xu et al., 2021], hear we align the logits of augmented fea-
tures from current model to the ensembled logits of orig-
inal features from multiple classifier heads, (2) Collabora-
tion of Frozen Classifiers (CoFC) used by COPA [Wu and
Gong, 2021], the CoFC freezes the classifier heads from
other domains to learn the domain-invariant feature extrac-
tor. (3) Cross-Domain Relation Matching (CDRM) proposed
in this work, the class relation from original feature and aug-
mented feature are aligned to the ensembled classes relation,
as shown in Equation 9.

Method Art Cartoon Photo Sketch Avg
Baseline 82.3 80.2 95.4 82.2 85.0
+ KL [Kang et al., 2022] 82.1 78.9 94.5 84.5 85.0
+ CoFC [Wu and Gong, 2021] 81.2 78.2 95.1 84.1 84.7
+ CDRM (ours) 82.5 80.1 95.5 83.6 85.4

Table 7: Accuracy (%) of different distillation strategies.

(a) image (c) +CSA (d) +ℒ𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒐𝒐𝒐𝒐 (e) +ℒ𝒄𝒄𝒄𝒄𝒓𝒓𝒓𝒓 (f) MCSAD

Photo

Art

Cartoon

Sketch

(b) baseline

Figure 3: Visualization by Grad-CAM on unseen target domain.

As shown in Table 7, we report the results of different dis-
tillation strategies by combining the CSA method proposed
in this work. The KL lead to limited improvement on the av-
erage accuracy, and the CoFC even leads to degraded perfor-
mance on average accuracy. On the Art and Photo domains,
KL and CoFC cannot achieve improvement. The CDRM
strategy proposed in this work outperforms KL and CoFC
significantly by distilling the relationship between classes to
improve the generalization ability of model.

Visualization. Furthermore, we also visualize the acti-
vated region on input images for classification by Grad-CAM
[Selvaraju et al., 2017]. As shown in Figure 3, the learned
baseline model usually focuses on the texture or background
region on the unseen domain. By using CSA, the learned
model can capture the region of the object for classification.
Combined with LSupCon and Lcdrm, the learned model tends
to capture the discriminative and overall region of the object,
which leads to better performance on the unseen domain. By
combining all components, the most discriminative region
can be focused on for better generalization performance on
unseen domain.

5 Conclusion
In this paper, we propose a MCSAD method to solve the
multi-source domain generalization problem under the data
decentralization scenario. To explore the out-of-distribution
styles on the decentralized source domains, we propose a
multi-source collaborative style augmentation method to gen-
erate features with novel styles for diversifying the source do-
mains. Moreover, we propose the domain-invariant learning
between the original data and augmented data to learn the
domain-invariant representations and improve the generaliza-
tion ability of model. The extensive experiments can validate
the effectiveness of the proposed MCSAD method.
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