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Abstract

The rapid advancements in Al-generated content
(AIGC) have led to extensive research and appli-
cation of deep text-to-video (T2V) synthesis mod-
els, such as OpenAI’s Sora. These models typi-
cally rely on high-quality prompt-video pairs and
detailed text prompts for model training in or-
der to produce high-quality videos. To boost the
effectiveness of Sora-like T2V models, we in-
troduce VidPrompter, an innovative large multi-
modal model supporting T2V applications with
three key functionalities: (1) generating detailed
prompts from raw videos, (2) enhancing prompts
from videos grounded with short descriptions, and
(3) refining simple user-provided prompts to ele-
vate T2V video quality. We train VidPrompter us-
ing a hybrid multi-task paradigm and propose the
hallucination-aware direct preference optimization
(HDPO) technique to improve the multi-modal,
multi-task prompt optimization process. Experi-
ments on various tasks show our method surpasses
strong baselines and other competitors.

1 Introduction

With the rapid development of the Al-generated content
(AIGC) field, there has been a significant increase in research
and applications of text-to-video (T2V) models [Zheng er al.,
2024; Xu et al., 2024; Guo ef al., 2024; Chen et al., 2024al,
exemplified by Sora [Brooks ef al., 2024]. The goal of these
models is to generate high-quality videos based on user input
prompts that align with user intent. They provide a highly
convenient way for users, even those without foundational
knowledge of aesthetics or art, to engage with corresponding
applications.

One of the key elements to enhance the performance of
T2V is prompts, which are textual inputs to these models that
express user needs. As shown in Figure 1, more detailed and
informative prompts often lead to more vivid videos gener-
ated by T2V models, necessitating better prompt optimiza-
tion. In the entire lifecycle of T2V, the functionality of
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A snowy forest.

A snowy forest landscape. The road is flanked by trees covered in snow, and the
ground is also covered in snow. ... the beauty of the snowy forest and the
peacefulness of the road.

A baby fluffy cat standing on the floor, and it's dressed in a blue outfit that
resembles a superhero costume. ... there's a curtain in the background, with
light shining through it, creating a soft, bright atmosphere.

1 111 11

Figure 1: Illustration of how more detailed and informative prompts
affect the performance of the T2V results.

prompt optimization is twofold: (1) on-demand prompt re-
finement for users to improve the video quality for T2 V-based
applications; and (2) quality improvement for video captions
to achieve better alignment between textual input and video
output for training T2V models, as it remains challenging for
many existing models to overcome hallucination issues [Li er
al., 2023c; Jiang et al., 2024].

In this paper, we propose a novel model, VidPrompter,
which is designed to perform three core tasks: (1) generat-
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ing detailed prompts from raw videos; (2) producing more
comprehensive prompts from raw videos that are grounded
with short descriptions; and (3) enriching user-provided sim-
ple prompts into more detailed prompts. Our model integrates
these highly relevant capabilities required by T2V models
into a single framework, thereby avoiding redundant train-
ing. Additionally, we have found that mixed training can pos-
itively impact the performance of these sub-tasks, leading to
mutual reinforcement.

To train the VidPrompter model, we build upon exist-
ing large multi-modal models (LMMs) and further enhance
specific tasks during alignment learning. Direct preference
optimization (DPO) [Rafailov et al., 2023] has emerged as
the predominant method for aligning large language models
(LLMs) with human preferences. However, existing work [Li
et al., 2023b; Wang et al., 2024a] has found that merely re-
placing text preference data with multi-modal preference data
does not consistently yield positive results; instead, it can
exacerbate issues such as hallucinations. To address these
issues, we propose to enhance vanilla DPO for our Vid-
Prompter model by incorporating multi-type hallucination
identification, named Hallucination-aware Direct Preference
Optimization (HDPO). Specifically, our hallucination-aware
enhancements comprehensively consider the following three
aspects: (1) Response hallucination: The model is required
to demonstrate a significant preference for the chosen re-
sponse over a hallucinated one. (2) Input hallucination: We
require the model to clearly demonstrate a positive preference
for the chosen response under the condition of the original
input, while showing a negative preference for the same cho-
sen response under the condition of a new hallucinated input.
(3) Task hallucination: The model needs to develop a pos-
itive preference for the chosen response corresponding to a
specific data example, while exhibiting a negative preference
when the task is incorrectly replaced. For evaluation, our ex-
periments across each task demonstrate that our method can
significantly outperform baseline models and other competi-
tors, showing substantial improvements and advantages.

Our main contributions are as follows:

¢ We propose a novel model named VidPrompter, which
improves the prompt generation process through multi-
task learning, leading to more detailed and contextually
rich outputs.

We enhance the vanilla DPO method by incorporating
multi-aspect hallucination identification, referred to as
HDPO, which effectively leverages model capabilities
across multiple tasks and reduces output hallucinations.
We provide a comprehensive evaluation of Vid-
Prompter, highlighting the efficacy and versatility of
the model. The results demonstrate the superiority of
our approach in enhancing the quality and reliability of
T2V outputs.

L]

2 Related Work

Recent developments in LMMs have achieved significant
milestones. LMMs are typically composed of three essen-
tial components: (i) a vision encoder for extracting visual
features, (ii) a modality alignment module that incorporates

visual features into the language model’s embedding space,
and (iii) an LLM backbone responsible for decoding multi-
modal contexts. When it comes to LMMs designed for video
processing, the primary distinction lies in their methods for
encoding video into vision tokens compatible with LLMs.
Video-LLaMA [Zhang et al., 2023] utilizes a Vision Trans-
former (ViT) [Dosovitskiy et al., 2021] along with an im-
age Q-Former to encode individual frames before applying a
video Q-Former for temporal modeling. VideoChat2 [Li ef
al., 2024] employs a video Transformer for feature encod-
ing and then uses a Q-Former [Li et al., 2023a] to reduce
the number of video tokens. TimeChat [Ren et al., 2024]
constructs datasets for time-sensitive instruction tuning, em-
bedding timestamp knowledge into visual tokens. Addition-
ally, VTimeLLM [Huang et al., 2024a] proposes a three-stage
training method similar to LLaVA. Recently, VILA [Lin et
al., 2024] has demonstrated that re-blending text-only in-
struction data with image-text data during instruction fine-
tuning not only alleviates the decline in performance on text-
only tasks but also enhances the accuracy of LMM tasks.

After completing the supervised fine-tuning (SFT) phase,
a reinforcement learning stage can be introduced to fur-
ther improve the model’s performance or refine it towards
specific objectives. Reinforcement learning from human
feedback (RLHF) [Christiano et al., 2017; Ouyang et al.,
2022] has proven effective in aligning large language mod-
els (LLMs) with human values. Another notable approach is
DPO [Rafailov er al., 2023], which optimizes LLMs based on
human preferences, achieving impressive results without the
need for a separate reward model.

Significant efforts have been dedicated to enhancing
the efficacy and efficiency of DPO. Techniques such as
SimPO [Meng et al., 2024] streamline DPO by eliminat-
ing the reference model, which reduces both computational
and memory demands. TPO [Azar er al., 2024] addresses
the issue of reward overfitting in DPO. Approaches such
as KTO [Ethayarajh er al., 2024] and NCA [Chen et al.,
2024b] seek to fulfill DPO’s requirement for paired prefer-
ence data by developing optimization goals that leverage un-
paired data. Iterative DPO [Xu ef al., 2023; Yuan et al., 2024]
and SPPO [Wu er al., 2024] advocate for on-policy sampling
of preference data, outperforming off-policy DPO methods.

In multi-modal contexts, recent studies have concentrated
on generating multi-modal preference data. These efforts
include gathering human preferences [Sun et al., 2024; Yu
et al., 2024al, deriving preferences from LMMs [Li et al.,
2023b; Yu et al., 2024b], and aligning a model’s preferences
with its outputs [Deng et al., 2024]. In terms of learning
objectives, recent works generally focus on DPO tailored to
LLMs [Li et al., 2023b; Zhou ef al., 20241, or employ rein-
forcement learning [Sun et al., 2024] and contrastive learn-
ing [Jiang et al., 2024]. Our study investigates an often-
overlooked but critical issue (i.e., hallucination) within the
multi-modal DPO learning process.

3 Methodology

In this section, we first introduce the high-level pipeline of
VidPrompter. Then, we present the preliminary knowledge
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Figure 2: Illustration of our proposed hallucination-aware direct preference optimization method. “Halluc.” is short for “Hallucination”.

of DPO. Next, we propose our Hallucination-aware Direct
Preference Optimization (HDPO) method, as shown in Fig-
ure 2. Finally, we provide the details of our training and test-
ing resources.

3.1 VidPrompter

VidPrompter is designed to perform three tasks: (1) Task
I: generating detailed prompts from raw videos; (2) Task
2: producing more comprehensive prompts from raw videos
with additional short descriptions; (3) Task 3: enriching user-
provided simple prompts into detailed prompts. Our model
integrates these highly relevant capabilities using a single
framework, thereby avoiding redundant training and achiev-
ing mutual reinforcement.

For Task 1, given a video v and the task-specific instruc-
tion ¢, the model 7 should generate a detailed prompt y to
accurately and comprehensively describe the video v: y =
(v, q). For Task 2, it additionally uses the short description
ys as information guidance: y = 7((v,ys),q). For Task 3,
it needs to expand on the short prompt ys based on its own
imagination and strive for a comprehensive detailed prompt
y, without referencing or relying on any specific video con-
tent: y = m(ys, q)-

Figure 3 shows the instructions for our different tasks.

3.2 Preliminaries of DPO

Preference optimization aims to align LLMs with human
preferences, thereby improving their ability to meet human
needs. In our context, it encourages the model to recognize
that, for a specific input x (e.g., the video v, the user-provided
simple prompt ) and a specific instruction ¢, the good re-
sponse ¥, selected by the evaluator is preferred over the re-
jected response yp. A popular approach for achieving this
is DPO [Rafailov et al., 2023]. Grounded in reward model-
ing from RLHF [Ouyang et al., 2022], DPO seeks to maxi-
mize the difference in rewards between the chosen response
r(yglx, q) and the rejected response 7(yp|x,q). More con-
cretely, given a model to optimize, denoted as 7y, and a ref-
erence model 7, Which is typically initialized from a SFT
model, DPO defines the reward as follows:

7r9(y|x,q)
7Tref(y|‘,r7Q)

where Z(x,q) is a partition function, 3 is a hyperparameter
that controls the deviation from the reference model. Then,

r(ylz,q) = Blog + Z(z,q), 1)

(7 3
[ Task 1: Video — Detailed Prompt ]

Elaborate on the visual and narrative elements of the video in detail.

[ Task 2: Video & Short Prompt — Detailed Prompt ]

Elaborate on the visual and narrative elements of the video in detail. And
the following is a brief descriptive information about the video for your
reference (which may not always be accurate): {ys}

[ Task 3: Short Prompt — Detailed Prompt ]

Directly expand the following Input (brief description of a video) to
Output (detailed description).
1. The Output should be a detailed description in more than three
sentences.
2. It should contain description of the main subject actions or status
sequence, including the main subjects (person, object, animal, or none)
and their attributes, their action, their position, and movements.
3. It should contain summary of the background, include the objects,
location, weather, and time.
4. It should contain summary of the view shot, camera movement and
changes in shooting angles.
5. It should contain briefly summary of the visual, photographic and
artistic style.
6. Do not describe each frame individually. Do not reply with words like
‘first frame'. Do not output repetitive, redundant, or too long content. The
description should be useful for Al to generate the video.
Input: A woman is walking.
Output: A stylish woman walks down a Tokyo street filled with warm
glowing neon and animated city signage. She wears a black leather
jacket, a long red dress, and black boots, and carries a black purse. She
wears sunglasses and red lipstick. She walks confidently and casually.
The street is damp and reflective, creating a mirror effect of the colorful
lights. Many pedestrians walk about.
Input: {ys}

\Output

J

Figure 3: Instructions for different tasks in VidPrompter. y, indi-
cates the short prompt of the video.

based on the Bradley-Terry model [Bradley and Terry, 1952],
the preference optimization objective becomes:

Lovo = —logo <ﬂlog mo(yglr.a)
7'rref(yg|95’7 ’I)

o (yl, q) >
met(yolz,q) )’
()

which is essentially equivalent to maximizing the following
term: o (r(yg|, q) — r(yo|, q)).
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3.3 Hallucination-aware Direct Preference
Optimization (HDPO)

In this section, we present HDPO, an enhanced version of
DPO specifically designed to address the hallucination issue
during multi-modal preference alignment. The hallucinations
generated in the responses of LLMs have become a widely
recognized issue [Huang et al., 2024b; Jiang et al., 2024;
Li et al., 2023c; Guan et al., 2024]. This problem is partic-
ularly common when generating longer answers, and it can
have serious negative impacts on practical applications, such
as in the field of autonomous driving. One possible reason for
hallucinations is that the model may over-rely on certain to-
kens from intermediate summaries during text generation, or
it might neglect to use sufficient factual and visual evidence
when forming answers [Huang et al., 2024b].

As illustrated in Figure 2, HDPO incorporates three new
preference optimization objectives into the vanilla DPO: re-
sponse hallucination, input hallucination, and task hallucina-
tion. The direct application of the original DPO to various
tasks is illustrated in Figure 2(a). For example, for Task 1, we
should optimize to maximize the following expression:

a(rlyP)z®, V) — r(ys W, ¢V)y), 3)

where the “(1)” in the upper right corner represents the task
number. Similarly, we also have:

a(r(y@ @, ¢®) — r(y?2®, ¢?)), )
a(r(y® @, ¢®) = r(yP)a®, ¢)). )

Based on the direct application of these baselines, we propose
our hallucination-based improvements.

Response Hallucination

As shown in Figure 2(b), we first introduce response halluci-
nation, which enables the model to perceive and identify hal-
lucinations in the responses. Our preparatory steps involve
employing syntactic analysis tools, such as NLTK [Bird et
al., 2009] and spaCy [Honnibal et al., 2020], to execute part-
of-speech tagging and parse syntactic structures within the
chosen response. Then, we selectively replace specific words
(nouns, numerals, colors, terms related to direction, verbs)
with their semantically disparate counterparts within the
same syntactic category (e.g., boys to girls, white to blue,
throwing to lifting). Through this simulated generation ap-
proach, we can obtain responses containing hallucinations,
which are denoted as g;. Next, in a manner similar to the
vanilla DPO, we aim for the model to undergo the corre-
sponding preference optimization:

a(rlyPlz®, W) = r(ys W, ¢V)), 6)
a(r(y@ )@, ¢?) — r(y?)2?, ¢?)), (7)
a(r(y@ @, ¢®) = r(yP2®, ¢)). ®)

Input Hallucination

We also approach the training of the model by adding halluci-
nations from this innovative perspective. We can consider the
model’s process of generating detailed prompts as a condi-
tional generation process. The model not only needs to learn

to distinguish the quality of different responses under given
conditions, but it must also understand that the quality of the
same response can vary under different input conditions. This
means that a particular response is not always good or bad;
rather, it is determined by the given input conditions. There-
fore, for Task 1, we aim for the model to maximize:

o(r(y e, q) = ryMe® + 1D, g)). ©)

Here, H(V represents the hallucination that we add to the in-
put (), specifically the video v. Similarly, for the other two
tasks, we have also designed:

o(r(yP )z, q®) = r(y? 2@ + H® ¢3))), (10
o(r(y{Pz®,q®) —r(yla® + 1O (B an

The degree of hallucinations requires careful consideration.
If the hallucinations are too subtle, the modified input condi-
tions may not differ significantly from the original, and asking
the model to maximize the reward gap between the two pref-
erence sets might have an adverse effect. Conversely, if the
hallucinations are too pronounced, it can render the input un-
reasonable, making it difficult for the model trained on such
inputs to perform well on normal inputs.

For the short prompt y,, we use the same modification ap-
proach as in response hallucination, which involves replacing
words with semantically disparate ones within the same syn-
tactic category. Meanwhile, for the video v, we randomly
shuffle the order of frames in the input video and randomly
paste patches from another random frame onto each frame
image. We have found that this method can appropriately and
moderately add hallucinations to the video to enhance model
performance, which will be verified in the experiments.

Task Hallucination
A good response for a data sample of a specific task is
most likely not optimal for another task. For example, the

(3)

long prompt y4 ' produced by the model based on the user-

provided short prompt y§3) can be correct, but it may contain
many hallucinations when evaluated in the context of describ-
ing a certain video v for Task I or Task 2. In this regard, we

optimize the model to maximize:
o(r(yP |2 ,q®) = r@y® 12V, qM), a2
J(T(y£(73)|w(3), q(3)) _ 7n(y!(;i)|x(2)’ q(2))), (13)

Here, the model’s alignment with relationships between input
and output can be strengthened without damaging the input.
To summarize, our HDPO integrates Eq. (3) to Eq. (13) as the
maximization goal. These objectives work together to ensure
that the LMM can capture preferences based on the multi-
modal clues.

3.4 Resource

We randomly select 60K videos from the Panda-70M [Chen
et al., 2024d] dataset to form the training set, and 1K videos
for the testing set. The dataset initially includes high-quality,
short prompts generated by several teacher models and a fine-
tuned prompt selection model. Subsequently, we utilize the
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advanced VILA-34B [Lin et al., 2024] model to generate de-
tailed video captions, which serve as the selected responses
for Task 1 and Task 2. VILA-34B has achieved the top rank-
ing among open-source LMMs on the authoritative Video-
MME [Fu et al., 2024] leaderboard (as of July 2024). Ad-
ditionally, we employ Llama-3-70B [Touvron e al., 2023a;
Touvron et al., 2023b] to generate detailed prompts for Task
3. Finally, we adopt the SFT model as the baseline and im-
plement a beam search to sample diverse responses for all
tasks. We also incorporate additional evaluator models to as-
sess whether the responses should be labeled as “chosen” or
“rejected”.

3.5 Evaluator

CLIP-style models [Radford er al., 2021] are often effective
in evaluating the degree of match between a video and its cor-
responding prompt. Consequently, we select the widely-used
CLIP [Radford et al., 2021] model along with the promising
Long-CLIP [Zhang et al., 2024] and VideoCLIP-XL [Wang
et al., 2024b] models, which aim to enhance the capability
for processing long prompts for images and videos, respec-
tively. Since the CLIP and Long-CLIP models are originally
designed for images, we utilize the averaged feature from
multiple frames to represent the overall feature of the video.
At this stage, we have obtained all three evaluators, and we
use their average similarity scores for the final evaluation to
identify the “rejected responses”.

4 Experiments

4.1 Implementation Details

We select VILA-1.5-8B [Lin et al., 2024] as our backbone.
For the sampling of rejected responses, we set the beam
search width to 5 and select two samples with the lowest aver-
age evaluator scores as the rejected responses. In the HDPO
training, we set [ to 0.1, the batch size to 64, and the learning
rate to le-6. We conduct HDPO training for 2 epochs on the
training set using 8 NVIDIA A100 GPUs.

4.2 Experimental Settings

We have selected the following commonly used, robust, and
competitive methods and models for a fair comparison in
our application scenario: (1) ShareCaptioner-Video [Chen et
al., 2024c] is fine-tuned on self-collected video caption data.
For flexible usage, it is designed with consideration for ap-
plication scenarios similar to our Task I and Task 3. (2)
VILA-1.5-8B [Lin et al., 2024] serves as our selected base-
line model. (3) SFT indicates that we directly fine-tune the
baseline model with the training set, utilizing the chosen re-
sponses as ground truth. This approach allows us to compare
whether reinforcement learning-based methods yield more
significant improvements over simple SFT. (4) DPO denotes
the vanilla DPO method. (5) Hinge-DPO [Liu et al., 2023]
proposes using a hinge loss instead of the sigmoid function
for optimization. (6) KTO [Ethayarajh et al., 2024] defines
the loss function entirely in terms of individual examples that
are labeled as “good” or “bad”. (7) IPO [Azar et al., 2024]
adds a regularization term to the DPO loss, enabling the train-
ing of models to convergence without the need for techniques

such as early stopping. (8) mDPO [Wang et al., 2024a] de-
signs a multi-modal DPO objective that prevents the over-
prioritization of language-only preferences by also optimiz-
ing image preferences.

For Task I and Task 2, to evaluate the consistency be-
tween the generated detailed captions and the input video
content, we employ CLIP [Radford et al, 2021], Long-
CLIP [Zhang et al., 2024], and VideoCLIP-XL [Wang et al.,
2024b] to assess the video-caption similarity scores. These
are referred to as the “CLIP Score”, “Long-CLIP Score”,
and “VideoCLIP-XL Score”, respectively. For Task 3, we
utilize the powerful Llama-3-70B [Touvron ef al., 2023a;
Touvron et al., 2023b] to evaluate the qualities of expanded
detailed captions/prompts (denoted as the “Llama-3-70B Eval
Score”) from multiple perspectives. The prompt template is:

Description: {Detailed Caption}

Please evaluate the quality of video description displayed
above. A perfect (full-marks) video description needs to meet
the following factors:

1. It should be a detailed description in more than three
sentences.

2. It should contain description of the main subject actions
or status sequence, including the main subjects (person, ob-
Jject, animal, or none) and their attributes, their action, their
position, and movements.

3. It should contain summary of the background, include
the objects, location, weather, and time.

4. It should contain summary of the view shot, camera
movement and changes in shooting angles.

5. It should contain brief summary of the visual, photo-
graphic and artistic style.

6. It should be natural and coherent, rather than weird or
confused.

7. It should NOT describe each frame individually. It
should NOT contain repetitive, redundant, or too long con-
tent.

Your evaluation should consider these factors. You should
give an overall score on a scale of 0 to 10, where a higher
score indicates better overall quality. Please first provide a
comprehensive explanation of your evaluation, avoiding any
potential bias. Then, output the score with the following
format: Evaluation evidence: <your evaluation explanation
here> Score: <score>

It is important to note that the scores for CLIP-style eval-
uation metrics typically range from 20 to 30, based on actual
usage feedback. In contrast, the evaluation scores obtained
from Llama-3-70B fall within the range of O to 10.

4.3 General Comparison

The experimental results are presented in Table 1, from which
we can draw the following insights: (1) Our method clearly
outperforms ShareCaptioner-Video, which is the state-of-the-
art (SOTA) captioner designed for T2V applications. (2)
The baseline model VILA-1.5-8B demonstrates poor perfor-
mance, particularly for Task 3, as it was initially designed for
multi-modal tasks. (3) The performance of hinge-DPO on
Task 1 and Task 2 is comparable to that of DPO, while KTO
and IPO show significantly poorer performance. In Task 3,
DPO exhibits substantial superiority over hinge-DPO, KTO,
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Task 1 Task 2 Task 3
Method CLIP Long-CLIP VideoCLIP-XL. CLIP Long-CLIP VideoCLIP-XL Llama-3-70B
Score Score Score Score Score Score Eval Score
ShareCaptioner-Video [Chen et al., 2024c] 26.0 25.5 24.2 - - - 7.39
VILA-1.5-8B [Lin et al., 2024] 28.2 26.3 25.0 29.0 26.6 249 4.92
+ SFT 28.8 26.5 25.3 28.8 26.6 25.3 8.47
+ DPO [Rafailov et al., 2023] 28.7 26.8 26.5 29.1 26.8 26.5 8.56
+ Hinge-DPO [Liu et al., 2023] 28.8 26.8 26.7 29.3 26.9 26.6 8.21
+ KTO [Ethayarajh et al., 2024] 28.2 26.3 26.1 28.3 26.3 26.0 8.16
+IPO [Azar et al., 2024] 27.3 25.7 25.2 26.5 25.4 25.0 8.25
+ mDPO [Wang er al., 2024a] 27.9 26.8 26.7 28.8 26.9 26.2 8.59
+ HDPO (Ours) 29.7 27.2 27.3 30.1 27.3 274 8.90
Table 1: Performance comparison on the testing set with competitors.

Method Task 1 Task 2 Task 3 was achieved by expanding the replacement range from 1-3

Averaged  Averaged  Llama-3-70B to 1-5, with the performance at 1-6 being generally compara-

: CLIP Sc@Q CLIP Score  Eval Score ble to that at 1-5. Thus, we ultimately settle on a range of 1-5.

VILA-1.5-8B (Baseline) 26.5 26.8 4.92 (4) In the context of Input Hallucination, we evaluate var-

DPO 273 275 8.56 ) hods and d f video hallucinati .

+ Response Hallucination ious methods and degrees of video hallucination strategies.
1-3 words 27.4 27.5 8.58 The Random Crop technique retains between 80% to 100%
}"5‘ Worgs %;Z; gg gg; of each frame, preserving both height and width dimensions.

-J words . . B . . . . . . .
1-6 words 279 277 360 This gpproach results in minimal content modification and is

+ Input Hallucination associated with poorer performance. Conversely, the Ran-
Random Crop 27.2 274 8.56 _ . : _
Random Crop and Paste (1/4-1/3) s e b dom Crop and Paste (1/4-1/3) method 1nvolv§s pasting a seg
Random Crop and Paste (1/3-1/2) 277 278 8.59 ment from apother frame at a random location within gach
Random Crop and Paste (1/2-1) 27.6 27.6 8.59 frame, covering between 1/4 and 1/3 of the length and width
Shuffle Frame 27.5 27.7 8.58 : : ; "

Tl o - 580 821 d1meps1on§. This 'approach s1gr}1ﬁca'n't1y alters the content of

HDPO + Separate-Traiming 279 76 $.90 the; video, improving the rpodel s e.1b111ty to learn the relation-

HDPO (Ours) 28.1 283 8.90 ship between conditional information and responses. The ob-

Table 2: The ablation results of various components in our method.
The averaged CLIP score is the arithmetic mean of CLIP, Long-
CLIP and VideoCLIP-XL scores.

and IPO. This suggests that different training methods may
exhibit varying strengths in pure text and multi-modal tasks.
(4) Our method significantly surpasses mDPO, which is also
tailored for multi-modal scenarios. This advantage arises
because our approach incorporates hallucination-aware opti-
mization strategies from a more comprehensive perspective.
(5) Task 2 provides additional support with short captions
compared to Task 1. However, the majority of methods fail
to achieve consistent improvements across all CLIP scores
in Task 2 relative to Task 1. In contrast, our method demon-
strates relatively consistent enhancements in 7ask 2 compared
to Task I across all CLIP scores.

4.4 Ablation Study

To verify the effectiveness of the components of our method,
we conduct ablation experiments, as shown in Table 2. The
results indicate several key findings. (1) The vanilla DPO
training demonstrates a significant improvement compared
to the baseline model. (2) Building upon DPO, the incor-
poration of Response Hallucination, Input Hallucination,
or Task Hallucination each yields notable enhancements in
performance. (3) For Response Hallucination, we experi-
ment with randomly replacing 1 to n words in the original
captions to generate hallucinations. The optimal performance

served performance improvements with varying modification
levels further reinforce our earlier assertion that the method
and degree of adding hallucinations necessitate careful study.
(5) Additionally, within Input Hallucination, we find that
randomly shuffling the frames of the video can yield signif-
icant effects, allowing the model to learn how variations in
the temporal information of the input video influence its re-
sponses. (6) Lastly, the separate training approach (which
trains independent models for each task) demonstrates that
mixed training improves the metrics for 7ask I and Task 2,
while maintaining performance on 7ask 3. This partially val-
idates the notion that incorporating pure text data into multi-
modal tasks can enhance the model’s robustness and cross-
modal alignment. Overall, we prove that each of the compo-
nents proposed in this paper shows positive effects in improv-
ing the performance of the VidPrompter model.

4.5 Evaluation for Prompt Beautification

To better evaluate the performance of our model on Task 3
(Short Prompt to Detailed Prompt), we use VBench [Huang
et al., 2024c] to assess the quality of T2V generation results.
We randomly sample 100 short captions from the test set,
enhance them into detailed captions using our model, and
then provide both sets to the T2V model EasyEnimate [Xu
et al., 2024] to obtain synthetic videos. Finally, we conduct
a multi-dimensional evaluation of the generated content, as
shown in Table 3. From the comparison, it can be observed
that the detailed prompts generated by our model can create
more vivid videos, exhibiting higher motion smoothness and
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Dimension Original  Beautified (Ours)
Motion Smoothness 0.992 0.993
Dynamic Degree 0.24 0.36
Aesthetic Quality 0.526 0.529
Imaging Quality 63.8 64.3
Subject Consistency 0.972 0.968
Background Consistency 0.961 0.958

Table 3: Evaluation for Task 3 (Short Prompt to Detailed Prompt)
using VBench.

A man is shopping. —

In the video, a middle-aged man is seen shopping in a well-lit grocery store. The man is
wearing a blue shirt and khaki pants, and he has a black bag slung over his shoulder. He
is browsing through the produce section, carefully examining the fresh fruits and
vegetables. The store is clean and organized, with a variety of items neatly arranged on
the shelves. The lighting is bright, highlighting the vibrant colors of the produce. The
man appears to be alone in the store, and he seems to be taking his time to make sure he
selects the best quality items. The video captures the man's movements as he walks
around the store, reaching out to touch the items on the shelves. The camera angle is
from the side of the store, providing a clear view of the man and his surroundings. The
video has a calm and relaxed atmosphere, with no other customers visible in the store.

A little dog. -/

In this video, a small, adorable dog is the main subject. The dog appears to be a mixed
breed with a white and brown coat. It has a playful and curious demeanor as it explores
its surroundings. The dog is seen running around a park, sniffing at various objects, and
interacting with other animals. The park is lush and green, with plenty of trees and grass
for the dog to explore. The weather is sunny and warm, and the sky is clear blue. The
video is shot from a first-person perspective, giving the viewer a sense of being in the
park with the dog. The camera moves smoothly, following the dog's movements and
capturing its playful antics. The video is shot in high definition, with vibrant colors and
sharp details. Overall, the video is a delightful and heartwarming depiction of a day in
the life of a playful little dog.

Figure 4: Qualitative examples for prompt beautification.

dynamic degree, with a slight decrease in subject and back-
ground consistency. These two consistency metrics are not
always better when higher, as completely static videos can
achieve high consistency, but this is not what we aim for. In
addition, the detailed prompts can generate more visually ap-
pealing videos, as reflected in the improvements seen in aes-
thetic and image quality. Examples can be seen in Figure 4.

4.6 Case Study of Video Captioning

Figure 5 shows qualitative examples of detailed video cap-
tions generated by ShareCaptioner-Video [Chen et al., 2024c]
and our HDPO method. In example (a), we observe that
ShareCaptioner-Video inaccurately describes the two charac-
ters in the video as appearing one after the other, whereas
they actually move alongside each other. In contrast, our
model provides a more accurate description, including the
two characters passing by others who are also wearing uni-
forms. In example (b), ShareCaptioner-Video offers a gen-
eral overview of the video content but overlooks critical de-
tails. For instance, the two characters are not merely engaged
in conversation; specifically, the man is making a payment to
the woman. Additionally, the description only mentions that
there are two individuals without clarifying their genders. In
contrast, our model accurately describes both the man and
the woman, noting the payment detail as well. Overall, our
description is more precise and concise.

R b Gl Jédad AL

ShareCaptioner-Video:

The video captures a sequence of events within a formal indoor setting, likely a
government or institutional building, ... Initially, the focus is on a man in a dark
suit, who is seen walking through a corridor, ... As the video continues, the man in
the dark suit is joined by another individual, also in formal attire, who appears to
be walking alongside him. ... The interaction between the two individuals becomes
more pronounced as they engage in a handshake, indicating a greeting or
agreement. This handshake is brief, as the individuals soon part ways, continuing
their respective journeys down the corridor. The video concludes with the
individuals continuing their separate paths, with one moving further down the
corridor and the other turning slightly, indicating a change in direction. ... the
formal interactions and movements of the individuals within the ceremonial setting.

HDPO (Ours):

The video opens with a scene of two men walking side by side down a hallway.
The man on the left is dressed in a dark suit and tie, ... As they walk, they pass by
several other men who are standing in the hallway, dressed in suits and uniforms.
The man on the left seems to be checking his watch, while the man on the right is
possibly holding a document or a device in his hands. ... ends with the two men
seemingly still talking in the hallway.

(a)

ShareCaptioner-Video:

The video captures a scene inside a clothing store, where two individuals are
engaged in a conversation. The person on the left, dressed in a dark coat and a
lighter-colored shirt, stands with their back to the camera, facing the person on
the right. This individual, wearing a maroon top, is positioned in front of a
clothing rack filled with various garments. ... suggesting a static shot that captures
the ongoing conversation between the two individuals.

HDPO (Ours):

In the video, a man and a woman engaged in a transaction or a conversation. The
man is standing and appears to be handing over a card or a piece of paper to the
woman, who seems to be an employee or a vendor. The man is wearing a black
coat, and the woman is dressed in a red top and is surrounded by an array of items
that are likely for sale or display, as suggested by the numerous mannequins and
garments in the background. There are no other customers visible in the
immediate vicinity of the man and woman.

(®)

Figure 5: Qualitative examples of ShareCaptioner-Video and our
model for video captioning.

5 Conclusion

In conclusion, we propose VidPrompter to optimize prompt
generation for T2V models. By integrating its multi-modal
capabilities, VidPrompter enhances both the training and in-
ference processes, enabling T2V models to produce higher-
quality outputs. Our experimental results offer valuable re-
sources for research and development in this rapidly evolving
field, thereby contributing to broader applications of T2V.
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