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Abstract
Meme creation is a creative process that blends im-
ages and text. However, existing methods lack crit-
ical components, failing to support intent-driven
caption-layout generation and personalized gener-
ation, making it difficult to generate high-quality
memes. To address this limitation, we propose
IterMeme, an end-to-end interactive meme cre-
ation framework that utilizes a unified Multimodal
Large Language Model (MLLM) to facilitate seam-
less collaboration among multiple components. To
overcome the absence of a caption-layout gen-
eration component, we develop a robust layout
representation method and construct a large-scale
image-caption-layout dataset, MemeCap, which
enhances the model’s ability to comprehend emo-
tions and coordinate caption-layout generation ef-
fectively. To address the lack of a personalization
component, we introduce a parameter-shared dual-
LLM architecture that decouples the intricate rep-
resentations of reference images and text. Further-
more, we incorporate the expert-guided M3OE for
fine-grained identity properties (IP) feature extrac-
tion and cross-modal fusion. By dynamically in-
jecting features into every layer of the model, we
enable adaptive refinement of both visual and se-
mantic information. Experimental results demon-
strate that IterMeme significantly advances the field
of meme creation by delivering consistently high-
quality outcomes. The code, model, and dataset
will be open-sourced to the community.

1 Introduction
Memes, as visual symbols that convey emotions through im-
ages, have become an increasingly important communication
medium on social media. Consequently, automating meme
creation to align with user intentions has emerged as a key
research focus.

High-quality memes typically not only present engaging
visual content, but also incorporate humorous text compo-
nents to express users’ emotions. However, existing meme

∗Corresponding author.

(a) Text-to-Image Generation (b) Caption on Meme w/o Layout

(c) Caption on Meme w Layout

What is a humorous 
short sentence that 
complements the image 
as a meme?

What is a humorous 
short sentence and 
layout that complements 
the image as a meme?

When you finally get a day off!

Generate a meme; A 
yellow sponge with a 
rainbow over its head, 
text is "IT IS 
OFFICIAL""YOU'VE 
LOST YOUR MIND”.

Generate a meme with 
the same main subject: 
a cartoon character with 
a surprised expression.

IT IS OFFICIAL

YOU'VE LOST YOUR MIND

(d) Personalized Generation

Figure 1: Examples include (a) text-to-image generation, (b) meme
captioning without layout, along with incomplete components: (c)
meme captioning with layout and (d) personalized generation. We
integrate all these components within a unified framework.

generation models lack mechanisms for producing fully in-
tegrated components, posing challenges in generating high-
quality memes. The incomplete components include auto-
text-less, denoting the inability to autonomously generate hu-
morous visual captions for memes as shown in fig. 1 (c), and
personalization-less, highlighting the absence of support for
personalized meme generation as shown in fig. 1 (d).

Specifically, some advanced text-to-image (T2I) gener-
ation models [Labs, 2024] and tools [ByteDance, 2024;
Ideogram, 2024; Recraft, 2024] are capable of incorporat-
ing simple text into images based on user input as shown in
fig. 1 (a). However, these models require users to explicitly
define the text to be generated and often struggle with pre-
cise text rendering. Meanwhile, studies [Zhong et al., 2024;
Chen et al., 2024] leveraging the powerful understanding ca-
pabilities of MLLMs have demonstrated the ability to cre-
atively generate humorous captions with emotional enhance-
ments for memes as shown in fig. 1 (b). Nevertheless, these
approaches lack essential layout control for captions, a crit-
ical component for effective meme creation. Furthermore,
Most Existing approaches [Ye et al., 2023; Wang et al.,
2024b] for meme personalization primarily focus on inject-
ing additional image features into diffusion models, overlook-
ing the interactive collaboration in meme creation. While
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Kosmos-G [Pan et al., 2023] and CAFE [Zhou et al., 2024b]
have introduced interactive personalized generation methods
within MLLMs, the challenge of integrating multi-task capa-
bilities into a unified architecture remains to be explored.

To address these limitations, we innovatively propose Iter-
Meme, an end-to-end interactive meme creation framework,
which leverages a unified MLLM to enable collaborative
task execution and resource sharing across multiple meme
creation components, creating high-quality memes through
user interaction. On the one hand, to address the issue of
auto-text-less, we empower MLLM to directly perform joint
generation of captions and layouts by effectively capturing
the emotional semantics embedded in memes. Addition-
ally, We develop an automated parsing pipeline that extracts
memes into structured <image, caption, layout>triples, ad-
dressing the scarcity of datasets with content-aware layouts.
Using this pipeline, we construct MemeCap, the first large-
scale dataset that considers the correlation between captions
and meme layouts. On the other hand, to tackle the issue
of personalization-less, we innovatively propose enhancing
MLLM with integrated personalization capabilities. Specifi-
cally, we implement a parameter-shared dual-LLM architec-
ture that separately processes reference images and textual
descriptions. This architecture not only efficiently decouples
the complex representations within the LLM but also further
captures detailed information from reference images through
reconstruction. To incorporate target IP features, we intro-
duce M3OE, an expert-guided module specialized in person-
alized generation. This module comprises a meticulously de-
signed feature extraction module and a feature fusion mod-
ule. The feature extraction module captures fine-grained IP
visual representations from reference images, while the fea-
ture fusion module aligns and integrates these features with
textual semantics to produce unified multimodal representa-
tions. Additionally, we introduce the feature extraction and
fusion modules into every layer of the LLM, enabling dy-
namic adjustments to the visual and semantic information
across different layers. Comprehensive evaluations demon-
strate IterMeme’s effectiveness in automated caption gener-
ation, precise layout control, and high-quality personalized
meme creation, marking a major breakthrough in the field.

In summary, our contributions are as follows:
• We propose IterMeme, the first end-to-end interactive

meme creation framework leveraging unified MLLM.
The expert-guided module M3OE effectively addresses
the challenge of interactive meme personalization.

• We introduce MemeCap, the first large-scale dataset for
meme creation, constructed via an automated parsing
pipeline to address the scarcity of training data in this
domain.

• Experiments demonstrate that our approach achieves
competitive performance, paving the way for new pos-
sibilities in meme creation.

2 Related Work
Unified multimodal model. Multimodal models designed
to unify visual tasks have recently gained significant atten-
tion within the research community. These models exploit

the synergy between understanding and generation tasks,
enabling mutual enhancement and overall performance im-
provements. For instance, studies such as Chameleon [Team,
2024] and Unified-io 2 [Lu et al., 2024] tokenize multimodal
data into a shared semantic space, facilitating seamless inte-
gration of visual and textual modalities. DreamLLM [Dong
et al., 2023] incorporates an external diffusion decoder, al-
lowing direct sampling from the multimodal space to en-
able interleaved content generation. Transfusion [Zhou et
al., 2024a] and Show-o [Xie et al., 2024] unify autoregres-
sive text modeling with discrete diffusion modeling, utilizing
a single Transformer architecture.

Meme caption generation. Meme captioning represents
a practical application of humor generation [Amin and
Burghardt, 2020]. Recent advancements in this field include
CLoT [Zhong et al., 2024], which explores creative caption-
ing capabilities, and XMeCap [Chen et al., 2024], which
leverages multi-granularity similarities between images and
captions to enhance multi-image meme captioning perfor-
mance in LLMs through reinforcement learning. State-of-
the-art MLLMs [Wang et al., 2024a; Liu et al., 2024] have
also demonstrated effectiveness in addressing meme caption-
ing tasks. However, they lack the ability to control layout, a
critical aspect of meme creation.

Personalized image generation. Diffusion models [Ho et
al., 2020; Rombach et al., 2022; Zhang et al., 2024a; Zhang
et al., 2024b] have made significant advancements in person-
alized generation. For instance, DreamBooth [Ruiz et al.,
2023] binds special tokens to specific concepts, while Tex-
tual Inversion [Gal et al., 2022] captures new concepts by
learning new embeddings in the input space. However, both
methods require retraining whenever a new concept is intro-
duced, which limits their scalability. Approaches such as
IPAdapter [Ye et al., 2023], InstantID [Wang et al., 2024b],
and ConsistentID [Huang et al., 2024] address this limita-
tion by training additional image encoders, enabling infer-
ence with just a single image. Despite these improvements,
these methods fall short in enabling personalized interactions.
CAFE [Zhou et al., 2024b] takes a step further by leverag-
ing LLMs to process diverse or even ambiguous user inputs;
however, integrating multitasking, including interactive per-
sonalization, into a unified MLLM remains challenging.

3 Methods

3.1 Problem Setup

The goal of meme creation is to generate a meme that com-
bines visual elements, such as images and text, based on a
user-provided textual description of attributes, expressions,
actions, and other relevant details, along with an optional ref-
erence image. The input consists of a textual description of
the meme, denoted as T , and an optional reference image.
The generated meme, should include N captions {Ci}N−1

i=0

and corresponding layouts {Bi}N−1
i=0 . If a reference image

Iref is provided, the generated meme must preserve the IP of
the reference to ensure content consistency.

Preprint – IJCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.



Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

(Dual-LLM)

LLM Head & Visual Decoder

Word Embedding & Visual Encoder

IterMeme

C

MLP
MLP

Feature
Extraction

Generate a meme based on 
the reference: a cheerful 
animated character with a 
pink skull, smiling and 
clapping.

Generate a
meme; A 

cheerful panda 
in a sunhat, 
giving a 
thumbs up.

What is a humorous 
short sentence and

layout that 
complements the 
image as a meme?

Feature Extraction
MLP

Dual-LLM
Sharing Weights

What is a 
humorous

short sentence that
complements the
image as a meme?

The best is yet to come!

(b) M!OE for personalized generation

(c)	M!OE for text-to-image generation
Learnable queries Visual embedding Text embedding

<content>ME WHEN MY BRAIN</content>
<bbox>[112, 13]</bbox>
<font_size>16</font_size>
<content>GETS AN IDEA</content>
<bbox> [112, 36] </bbox> 
<font_size> 16 </font_size>

(a) IterMeme for meme creation across multiple tasks

Personalized 
Generation

Text-to-Image 
Generation

Caption on 
Meme without
/ with Layout

1 2 3

4

1 2 3 4

Figure 2: An overview of IterMeme. We employ a unified MLLM for meme creation, enabling seamless collaboration across components.
The expert-based M3OE module (b) integrates personalized generation capabilities into the MLLM, utilizing a dual-LLM architecture to
extract fine-grained IP information and achieve cross-modal alignment and fusion. Additionally, (c) M3OE enhances T2I generation quality.

3.2 The Framework of IterMeme
In this section, we present a detailed overview of the proposed
interactive meme creation framework, IterMeme, as shown
in fig. 2. Through user interaction, the framework captures
users’ intentions and supports the entire workflow, spanning
from meme content understanding to creative generation,
while also addressing the auto-text-less and personalization-
less challenges mentioned in section 1 by exploring innova-
tive solutions.

To achieve this, we propose leveraging a unified MLLM,
which introduces a special token to automatically determine
when to generate an image. When the t -th token is predicted
as the special token, a series of learnable queries q are used
to query the LLM Fθ based on the preceding input sequence
x<t+1 . This process is expressed as p := Fθ(q, x<t+1, V )
, where V represents the set of visual embeddings from the
images in the previous sequence. The result p serves as the
conditional input for Stable Diffusion (SD) to generate im-
ages1.
Layout representation. To enable the MLLM to directly
generate layouts, an appropriate layout representation is re-
quired. Many studies [Hsu et al., 2023; Yang et al., 2024]
represent layouts as bounding boxes defined by the top-left
and bottom-right coordinates [xmin, ymin, xmax, ymax]. How-
ever, even slight numerical perturbations can affect character
spacing and font appearance. Considering that text on memes
is typically arranged horizontally with uniform letter spacing
and a single font color, and to enhance the robustness of the
model, we represent layouts as tuples based on the midpoint
coordinates and font size: B = ([xcenter, ycenter], fontsize) ,
where xcenter =

xmin+xmax
2 , ycenter =

ymin+ymax
2 , and fontsize =

1For simplicity, we omit the projection layer between the LLM
and SD.

ymax−ymin. It is worth noting that, given a fixed letter spacing,
these two representations are reversible.

Dual-LLM architecture. For personalized generation, the
user provides inputs in the form of a reference image and a
textual description < Iref, T >. The LLM produces an em-
bedding p := Fθ(q, xT , Vref) , which serves as the input to
SD ϵθ. This embedding effectively integrates semantic infor-
mation from both the reference image and the text descrip-
tion but cannot fully capture the fine-grained visual features
of the reference image. Therefore, to preserve the critical
details in the reference image, it becomes essential to recon-
struct it accurately. To achieve this with minimal architectural
disruption, we employ a dual-LLM architecture with shared
parameters, where the reference image and textual descrip-
tion are explicitly decoupled and fed separately into the two
branches of the architecture. This results in distinct output
embeddings: pref := Fθ(qref, Vref) for the reference image
and pT := Fθ(qT , xT ) for the text description. When the
target of generation is I , the training loss is defined as the
sum of the mean squared errors (MSE) for the reference im-
age reconstruction loss and the target generation loss: Ldual =
Lrec +Lgen, where Lrec = Eϵ∼N (0,1),t∥ϵ− ϵθ(pref, E(Iref), t)∥
and Lgen = Eϵ∼N (0,1),t∥ϵ − ϵθ(pT , E(I), t)∥, with E repre-
senting the encoder.

M3OE. To prevent the parameter updates of the reconstruc-
tion process and the target generation process from interfering
with each other, and to ensure the target generation branch
incorporates essential reference image information for con-
sistent generation, we design M3OE , a module dedicated to
consistent personalized generation that seamlessly integrates
these capabilities into the MLLM. M3OE consists of a feature
extraction module Φ and a feature fusion module Ψ . The
feature extraction module is a multilayer perceptron (MLP)
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layer with residual connections, specifically designed for the
reference image branch of the dual-LLM to effectively ex-
tract visual features and capture fine-grained details. The fea-
ture fusion module includes two MLP layers. The first layer
is designed without residual connections, while the second
incorporates residual connections to ensure stability and ex-
pressive capability during feature fusion. For its input, the
concatenation of intermediate embeddings from the reference
image and textual description branches in the dual-LLM ar-
chitecture is used.
Multi-layer mechanism. To enable the framework to adapt
dynamically to varying levels of visual and semantic infor-
mation, we introduce feature extraction and fusion modules
at each layer of the LLM. Specifically, for the reference im-
age branch, the i -th layer output of the LLM for the learn-
able queries, which is represented as q̂i+1

ref := F i
θ(q

i
ref, Vref),

is passed through the feature extraction module to obtain
qi+1

ref = Φi(q̂i+1
ref ). The resulting intermediate embedding

qi+1
ref is then concatenated with the i-th layer output of the

LLM for the textual description branch q̂i+1
T := F i

θ(q
i
T , xT ),

and fed into the feature fusion module, producing the updated
embedding qi+1

T = Ψi(q̂i+1
T , qi+1

ref ).
Training strategy. We adopt a two-stage training approach
to optimize the proposed framework.

In the first stage, we utilize the MemeCap dataset intro-
duced in section 3.3, along with a subset of the I2T cate-
gory from the Oogiri-GO dataset introduced in [Zhong et
al., 2024]. To facilitate structured output, we introduce three
pairs of special tokens to encapsulate caption content, central
coordinates, and font size, effectively extending the original
LLM vocabulary to constrain the output format. Detailed in-
struction fine-tuning templates and data transformation pro-
cesses are provided in the appendix. During this stage, only
the LLM is fine-tuned to ensure a comprehensive understand-
ing of input memes, generate humorous captions, and achieve
accurate layout control. The optimization process is guided
solely by the language model loss.

In the second stage, we use the mixed data of T2I and per-
sonalized generation that we have constructed, with the con-
struction process detailed in the appendix. As observed in
section 4.3, for the T2I data, the feature extraction module in
M3OE can focus on enhancing image generation, leading to
improved visual fidelity and precise text alignment. There-
fore, we modify the output of M3OE as follows:

M3OE(qref, qT , τ) =


Ψ(Φ(qref), qT ), if τ is pers. gen.,
Φ(qT ), if τ is T2I,
null, otherwise,

where τ represents the type of data. To enhance the model’s
visual representation capability while preserving the knowl-
edge acquired by the LLM during the first stage, we train the
proposed M3OE, SD, and the conditional projection layer.

3.3 MemeCap Data Construction
As discussed in section 1, existing models lack the capability
to independently determine the content or layout of captions.
To address this limitation, we propose the MemeCap dataset

in this section. Specifically, we collect a substantial dataset
of Chinese and English memes from the internet. The pri-
mary challenge lies in decomposing these memes into <im-
age, caption, layout>triples. To tackle this, we develop an
innovative data construction pipeline capable of accurately
separating text from images and establishing a precise one-
to-one correspondence between captions and their layouts.

Image scraping and cleaning. Our pipeline selects data
sources based on language. Chinese memes come from plat-
forms like Weibo2, while English memes are gathered from
imgflip3. On imgflip, each meme template includes multi-
ple user-generated memes with their corresponding upvote
counts. We select the top 10 upvoted memes for each tem-
plate to ensure quality. To eliminate inappropriate content
such as pornography, violence, or gore, an initial filtering step
uses the Qwen2-VL [Wang et al., 2024a] model, followed by
manual review to maintain data cleanliness and safety.

Text removal. Text removal is a critical step in data con-
struction. To ensure high-quality text removal, we design a
two-step removal process. First, a text erasure model pro-
duces an initial removal result. Then, SDXL [Podell et al.,
2023] inpainting refines the non-text regions and incomplete
text-erased areas. The binarized mask for inpainting is gener-
ated based on the results of Text Detection and Recognition.
Experiments in the appendix show that relying solely on text
erasure causes blurred text regions, negatively impacting sub-
sequent training, while solely using inpainting risks preserv-
ing distorted characters. The combination of these two steps
effectively resolves these issues.

Text detection and recognition. Precise text detection and
recognition are crucial for the two-step removal process. To
extract erased text regions, we calculate the pixel differences
between the original meme Iori and the preliminary erasure
result, followed by applying a threshold to remove edge noise,
producing Idiff. Text recognition is then performed on both
Iori and Idiff using PaddleOCR4, generating the correspond-
ing text layouts Bori and Bdiff. Finally, the Intersection over
Union (IoU) [Yu et al., 2016] between Bori and Bdiff is cal-
culated to filter out layouts with low overlap, while safety
filtering is applied to the captions.

The MemeCap dataset constructed through this pipeline in-
cludes 13,977 English samples and 22,457 Chinese samples.

4 Experiments
4.1 Experimental Settings
Implementation details. The unified MLLM for under-
standing and generation is built upon DreamLLM [Dong et
al., 2023] as the base model, with SD2.1 [Rombach et al.,
2022] serving as the visual decoder. In the first training stage,
the AdamW [Loshchilov, 2017] optimizer is employed with a
learning rate of 1× 10−5 and a weight decay parameter of 0.
The batch size is set to 16, and gradient accumulation is per-
formed over 2 steps to optimize computational efficiency. In

2https://weibo.com/
3https://imgflip.com/
4https://github.com/PaddlePaddle/PaddleOCR
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A cartoon frog styled as a businessman, with a confident expression.

Close-up of a white cat with large, expressive eyes and a soft fur texture.

A cartoon character wearing a blue coat with a hood, standing and smiling.

Reference DreamLLM DreamBooth Textual Inversion IPAdapter IterMeme (Ours)

Figure 3: Qualitative comparison of personalized generation. We compare four distinct IPs and their corresponding prompts, demonstrat-
ing that our method achieves the most consistent IP generation.

the second training stage, the newly introduced M3OE mod-
ule is initialized to 0 and trained using the same hyperparam-
eter settings as the first stage.

Evaluation datasets and metrics. Our evaluation dataset
comprises 60 independently collected IPs, spanning cate-
gories such as real people, cartoons, and anime. These IPs
are excluded from the training set and are used as reference
images. For each IP, we provide a corresponding prompt that
encompasses various attributes and expressions to ensure a
diverse range of test scenarios. To thoroughly assess the per-
formance of our framework in meme creation, we follow the
setup of XMeCap [Chen et al., 2024], evaluating the per-
formance of the generated captions from four key perspec-
tives: Informativeness, Relevance, Creativity, and Humorous.
These assessments are conducted using GPT-4o [Achiam et
al., 2023], with detailed evaluation instructions provided in
the appendix. For layout generation capabilities, we intro-
duce metrics of Effectiveness and Readability, which are fur-
ther described in the appendix. Additionally, we use the
CLIP-T [Radford et al., 2021] metric to quantify text-image
alignment in personalized generation and the DINO [Oquab
et al., 2023] and CLIP-I metrics to evaluate IP preservation.
A user study is included to assess the overall quality of the
generated memes. We invite users from diverse backgrounds
to select their preferred memes based on text alignment, im-
age quality, and overall appeal.

Baselines. We select different baseline models tailored to
each specific task. To evaluate caption generation capabili-
ties, we select DreamLLM[Dong et al., 2023], CLoT[Zhong
et al., 2024], LLaVA-v1.6 [Liu et al., 2024], and Qwen2-
VL[Wang et al., 2024a] as baseline models. Due to the
lack of existing methods for layout generation, we adopt a
random layout generation approach, where three constrained
random numbers are generated for each caption to represent
the center coordinates and font size. Additionally, we uti-
lize the zero-shot [Kojima et al., 2022] and few-shot [Brown
et al., 2020] capabilities of MLLM for layout generation.
For personalized generation, we select DreamLLM [Dong
et al., 2023], DreamBooth [Ruiz et al., 2023], Textual In-
version [Gal et al., 2022], and IP-Adapter [Ye et al., 2023]
as baselines. Furthermore, we include state-of-the-art meth-
ods such as Doubao [ByteDance, 2024], FLUX [Labs, 2024],
Ideogram [Ideogram, 2024], and Recraft [Recraft, 2024] for
overall quality comparisons.

4.2 Comparison to Baselines
Quantitative comparison. We present our quantitative
comparison results in table 2. The results for caption gen-
eration in table 1b show IterMeme surpasses DreamLLM by
22.8% in Creativity and 32.4% in Humorous, demonstrating
the effectiveness of the proposed MemeCap dataset. While
CLoT [Zhong et al., 2024] excels in Creativity by encourag-
ing remote association thinking in LLMs, its lower scores in
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一只穿着草帽的小狐狸，表情悠闲，眼睛半闭。
( A small fox wearing a straw hat, with a relaxed 
expression and half-closed eyes. )

一只带着口罩的小熊，眉头紧锁，显得非常生
气。( A small bear wearing a mask, with 
furrowed brows, looking very angry. )

A chibi character with purple hair, blowing a kiss to the viewer.

A cactus with sunglasses, posing with confidence in the desert.

A penguin in a bowtie, sitting at a table with a cup of hot chocolate.

Doubao IterMeme (Ours) FLUX Ideogram Recraft IterMeme (Ours)

一个卡通小男孩，嘴巴大张，眼睛瞪得圆圆的，
表情非常震惊。( A cartoon boy with his mouth 
wide open and eyes round, showing an expression 
of great shock. )

Figure 4: Comparison of user study results for Meme Creation. We compare Chinese and English memes, and our observations indicate
that our method achieves competitive performance.

T2I Personalized Generation

Model CLIP-T CLIP-T CLIP-I DINO

Exp1 31.97 29.379 85.37 63.77
Exp2 31.908 29.485 86.082 66.37
Exp3 32.611 29.517 86.14 67.55

Table 1: Ablation study. The effectiveness of the M3OE Module.

CLIP-T CLIP-I DINO

DreamLLM [Dong et al., 2023] 27.423 75.762 58.09
Dreambooth [Ruiz et al., 2023] 22.457 83.319 66.65
Textual Inversion [Gal et al., 2022] 22.457 81.229 65.47
IP-Adapter [Ye et al., 2023] 29.354 85.216 67.52
Ours 29.517 86.14 67.55

(a) Comparison for personalized generation.

Informativeness Relevance Creativity Humorous

DreamLLM [Dong et al., 2023] 66.4 81 42.6 51
CLot [Zhong et al., 2024] 75.4 74.6 70.6 74
LLaVA-v1.6 [Liu et al., 2024] 65 95 60 80.6
Qwen2-VL [Wang et al., 2024a] 70.4 87.6 63 66.6
Ours 77.6 81.4 65.4 83.4

(b) Comparison for caption generation.

Effective Read
-ness -ability

Random 21.67 13.3
Zero-shot 20 8.3
Few-shot 91.7 78.3
Ours 93.3 86.7

(c) Comparison for layout generation.

Table 2: Quantitative comparisons on various metrics. The best results are marked in bold.

Humorous and Relevance undermine its viability for meme
creation. In contrast, IterMeme delivers captions with su-
perior Humorous and Informativeness while balancing Rel-

evance and Creativity, showcasing its exceptional ability to
enhance memes’ emotional expressiveness. For layout gener-
ation, the results in table 1c indicate that IterMeme achieves
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Text Alignment Image Quality Overall Appeal0%
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Recraft
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Figure 5: Results of user study.

the highest scores in Effectiveness and Readability, demon-
strating superior control over caption layouts. Notably, all
baselines use the same IterMeme-generated captions, with
random layouts constrained to have midpoint coordinates
within image boundaries and font sizes set to [H/20, H/8],
where H represents the image height. Similarly, the person-
alized generation results in table 1a show IterMeme outper-
forming all baselines, with a 10.378% CLIP-I and 2.094%
CLIP-T improvement over DreamLLM. This highlights the
effectiveness of the proposed M3OE framework in guarantee-
ing IP-consistent images and enhanced text-image coherence.

Qualitative comparison. In fig. 3, we present a qualitative
comparison of personalized generation results between Iter-
Meme and the baseline models. The proposed model signif-
icantly outperforms the baselines in terms of image gener-
ation quality, exhibits superior IP consistency, and achieves
stronger alignment with textual prompts. Additional qualita-
tive results are provided in the appendix for further reference.

User study. Our user study involves 24 users, each eval-
uating 10 randomly selected cases (5 in Chinese and 5 in
English). Due to language limitations, Doubao is evaluated
solely on Chinese data. Since the baseline models cannot
automatically generate meme captions, we manually insert
text matching our model’s outputs into their prompts to en-
sure a fair comparison. In total, we collect 720 votes, with
the results shown in fig. 5. The results show that IterMeme
significantly outperforms Doubao in all three dimensions for
Chinese. For English, while IterMeme matches FLUX in im-
age quality, its superior text alignment leads to higher over-
all appeal. Additionally, fig. 4 provides a series of compara-
tive results for further evaluation. From these comparisons, it
is observed that Doubao generates flawed text, FLUX lacks
text generation capability, and Ideogram and Recraft produce
sticker-like outputs with poor caption-visual alignment.

4.3 Ablation Study
We conduct an ablation study on the proposed M3OE mod-
ule through two comparative experiments. The first experi-
ment, denoted as Exp 1, evaluates the necessity of the M3OE
module by removing it from the model, and to enable effec-
tive training, we also optimize the parameters of the learn-
able queries. The second experiment, denoted as Exp 2,
assesses the effectiveness of the feature extraction module
within M3OE by omitting it during training on T2I data.
Our method is denoted as Exp 3. The experimental results,
presented in table 1, demonstrate a significant performance

A cheerful panda in a sunhat, giving a thumbs up.

一只卡通小狗，眼睛睁得大大的，嘴巴微张，表情非常惊讶。
( A cartoon puppy with big, wide eyes and a slightly open mouth, 
looking extremely surprised. )

(-)𝐌𝟑OE (-) feature extraction 𝐌𝟑OE

Figure 6: Ablation study on text-to-image generation confirms the
effectiveness of the M3OE module.

A little boy wearing a red shirt and yellow pants, with a slightly confused 
or worried expression.

Reference 𝐌𝟑OE

一个可爱的动漫角色，粉红色的头发和猫耳头饰，手里拿着一束花，
表情惊讶或兴奋。 
( A cute anime character with pink hair and cat-ear accessories, holding a 
bouquet of flowers, with a surprised or excited expression. )

(-)𝐌𝟑OE (-) feature extraction

Figure 7: Ablation study on personalized generation confirms the
effectiveness of the M3OE module.

drop across all metrics in both experiments. Additionally, the
qualitative results in fig. 7 confirm that incorporating M3OE
equips the MLLM with personalized generation capabilities.
Applying the feature extraction module of M3OE to T2I data
further yields higher-quality outputs as shown in fig. 6, along
with improved text alignment and enhanced IP consistency.

5 Conclusion

In this paper, we propose IterMeme, a framework leveraging
a unified MLLM to address incomplete component integra-
tion in meme creation. The proposed MemeCap dataset facil-
itates precise caption-layout control, while the expert-guided
M3OE module enables fine-grained IP extraction and seman-
tic alignment. A two-stage training strategy further achieves
exceptional caption-layout generation and interactive person-
alization, filling the gaps in existing approaches.
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