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Abstract
Language-Visual Large Models (LVLMs) have
made significant strides in enhancing visual under-
standing capabilities. However, these models often
struggle with knowledge-based visual tasks due to
constrains in their pre-training data scope and time-
liness. Existing Retrieval-Augmented Generation
(RAG) methods can effectively solve the problem
but primarily rely on user queries, limiting their
applicability in scenarios without explicit language
input. To overcome these challenges, we intro-
duce MsRAG, a knowledge-augmented captioning
framework designed to effectively retrieve and uti-
lize external real-world knowledge, particularly in
the absence of user queries, and perform dense cap-
tioning for subjects. MsRAG comprises three key
components: (1) Parallel Visual Search Module.
It retrieves fine-grained object-level knowledge us-
ing both online visual search engines and offline
domain-knowledge databases, enhancing the ro-
bustness and richness of retrieved information. (2)
Prompt Templates Pool. The prompt pool dy-
namically assigns appropriate prompts based on re-
trieved information, optimizing LVLMs’ ability to
leverage relevant knowledge under complex RAG
conditions. (3) Visual-RAG Alignment Module,
which employs a novel visual prompting method
to bridge the modality gap between textual RAG
content and corresponding visual objects, enabling
precise alignment of visual elements with their text-
format RAG content. To validate the effectiveness
of MsRAG, we conducted a series of qualitative
and quantitative experiments. The evaluation re-
sults demonstrate the superiority of MsRAG over
other methods.

1 Introduction
The rise of Large Language Models (LLMs) has significantly
enhanced the utility of Artificial Intelligence Generated Con-
tent (AIGC) [Touvron et al., 2023; Bai et al., 2023a], drawing
extensive attention and research interest from both academia

∗ Corresponding author.

and industry. Leveraging the robust natural language un-
derstanding capabilities of foundation LLMs, the emergence
of Language-Visual Large Models (LVLMs) has notably
bridged the gap between textual and visual modalities, greatly
improving models’ vision comprehension abilities [Liu et
al., 2023; Bai et al., 2023b]. Traditional benchmarks for
text-image understanding, such as NLVR2 Test [Suhr and
Artzi, 2019], CommercialAdsDataset[Zhu et al., 2022], no-
caps [Agrawal et al., 2019], and VQA [Goyal et al., 2017],
which focus on visual reasoning, image captioning, and sim-
ple visual question answering (VQA) tasks, are no longer
sufficient to comprehensively assess LVLMs visual under-
standing capabilities. Consequently, more complex bench-
marks like knowledge-based VQA tasks [Marino et al., 2019;
XENOS et al., 2023] have been proposed to test the multi-
modal understanding capabilities of LVLMs. However, con-
strained by the timeliness and knowledge breadth of pre-
training data, these models often exhibit hallucination issues
in real-world knowledge based VQA tasks [Bai et al., 2024].

DPO [Rafailov et al., 2024], RAG [Lewis et al., 2020], etc.
are currently effective solutions for addressing model hallu-
cinations. Among them, RAG usually provides the model
with information related to user queries or images through in-
context learning, namely incorporating real-world knowledge
as prior information input to the model. This approach can
effectively reduce model hallucinations, improving response
quality of visual tasks (such as visual understanding, visual
reasoning, and captioning) without post-training. Conse-
quently, the RAG methods are widely used in LLMs/LVLMs.

Similar to visual reasoning and VQA tasks, image caption-
ing plays an important role in LVLMs based visual tasks,
and high quality captioning data is critical for enhancing
the performance of visual tasks. The pre-training phase of
current LVLMs heavily relies on image captioning tasks to
achieve effective visual and text modality alignment [McK-
inzie et al., 2025]. The quality of the captioning data also
greatly determines the knowledge boundary of the founda-
tion model, impacting overall performance [Yin et al., 2023].
Knowledge-augmented image captioning [Yu et al., 2024;
Jiang et al., 2024] can effectively combines image descrip-
tive language and real-world knowledge, which is crucial for
practical applications or synthesizing high-quality data for

In this paper, we formally define real-world knowledge to in-
clude time-sensitive knowledge and domain-specific knowledge.
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Input
Image

C1
(w/o 

RAG)

C2
(w/

mRAG)

C3
(w/ our 

MSRAG)

From left to right, they are:1. Bastian 
Schweinsteiger, ... 2.Fritz Walter, … 3. 
Miroslav Klose, ... 4. Manuel Neuer, ...

This is Zhuhai Grand Theater, … the "Sun 
and Moon Shells". you can also … named 
Mingting Tower, formerly …Deyuefan

… a person holding an OPPO Find X
8 smartphone. … is identified as Xu 
Zhisheng, a Chinese comedian ...

… shows the Egyptian Temple 
of Dendur in the Metropolitan 
Museum of Art...

…shows four German football 
players. The goalkeeper on the far 
right is Manuel Neuer, who was …

The image shows four German football 
players ... The players are wearing their 
national team uniforms …

This image shows the Zhuhai Grand 
Theatre … is inspired by the unique 
marine species and features two 
large "shells"

The building features two large, white 
shell-shaped structures that resemble 
pearl oysters …

The image shows a young Asian man 
sitting outdoors, holding up a white 
smartphone or camera device …

Xu Zhisheng, a Chinese stand-up 
comedian and actor … 

The image shows the Temple of 
Dendur … built in the 2nd century 
BC

there are two stone pillars in a 
building with a skylight …

Figure 1: Some captioning results of our MsRAG compared to other methods. The proposed MsRAG enables LVLMs achieving high-quality
knowledge augmented captioning in various domains. Text in green represents knowledge gain of MsRAG. Text in red is retrieved contents
of mRAG. Text in grey is common descriptive language of the image.

improving visual comprehension capabilities.
In short, we take advantages of both RAG and knowledge-

augmented image captioning technologies to equip LVLMs
with up-to-date and domain-specific knowledge, thereby en-
hancing the performance of image captioning tasks. Unfor-
tunately, current mainstream RAG solutions are tailored for
scenarios with user queries [Gao et al., 2023; Zhao et al.,
2023], making them unsuitable for situations without such
queries. Moreover, interpreting user intent and effectively uti-
lizing retrieved content become challenging in the absence of
user queries. To address this issue, we propose the MsRAG
framework to guide LVLMs in effectively retrieving and uti-
lizing real-world knowledge without user queries (see Fig. 1).
By doing so, it makes AIGC technology more accessible to
everyday users and unlock its full potential.

The MsRAG framework aims to solve two key research
challenges. (1) Multi-source RAG information acquisi-
tion. How can abundant and related RAG content be ob-
tained without user queries? (2) Complex RAG content uti-
lization. How can diverse RAG information be effectively
used, while noisy information can be automatically ignored
and LVLMs’ self-correction capabilities can be improved? To
evaluate the effectiveness of MsRAG, we integrate several
mainstream LVLMs, including GPT4o, Claude-sonnet-3.5,
Qwen2VL [Bai et al., 2023b], and InternVL2 [Chen et al.,
2024], into the framework. We also introduce a knowledge-
augmented image captioning benchmark KAC-dataset that
covers multiple domains. By assessing the captioning results,
we tested the MsRAG’s ability to retrieve and utilize RAG in-
formation under non-query conditions. We further evaluated
our MsRAG on existing benchmarks like CapFusion [Yu et
al., 2024] and Kale [Awadalla et al., 2024]. Results show that
MsRAG significantly improves the knowledge-based cap-
tioning capabilities of LVLMs, demonstrating its effective-
ness in enhancing real-world and domain-specific knowledge
integration and utilization. Additionally, MsRAG demon-

strates robustness by filtering out irrelevant or noisy RAG
information and correcting inaccuracies, thereby improving
the overall quality of generated captions. This proves the
successful fusion of RAG and knowledge-augmented image
captioning techniques, leading to notable improvements in
object-level knowledge based image captioning tasks.

Our motivation is inspired by the reliance of current QA
systems on user language queries. With the willing of ef-
fectively applying RAG system to image captioning task,
we propose MsRAG, an effective RAG framework that can
address the knowledge gap of existing RAG systems in
knowledge-augmented image captioning tasks. Our contri-
butions can be summarized as follows.

• We propose a general tuning-free RAG framework to
boost LVLMs’ knowledge-based image captioning ca-
pability. MsRAG is plug-and-play that can be easily,
flexibly, and cost-effectively integrated with any open-
source or close-source LVLMs.

• We develop an object-level Parallel Visual Search mod-
ule to enrich retrieved information from both online vi-
sual search engines and offline domain-specific knowl-
edge databases.

• We propose a Visual-RAG alignment module to bridge
the gap between object-level image semantics and their
text-format RAG contents.

2 Related Work
2.1 Large Vision-Language Models (LVLMs)
The significant improvement in natural language under-
standing by LLMs has established a strong foundation for
advanced multi-modal comprehension. Prominent main-
stream LVLMs, such as Qwen2VL [Bai et al., 2023b], In-
ternVL [Chen et al., 2024], and LLaVA [Liu et al., 2023],
are typically constructed using pre-trained LLMs and visual
encoders. These LVLMs demonstrate excellent performance
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in comprehending both user instructions and image content
through visual-text modality alignment training. They de-
liver impressive performance in diverse visual understanding
tasks. Nevertheless, due to constraints in the timeliness and
breadth of pre-training corpus, LVLMs frequently exhibit in-
accuracies when confronted with scenarios requiring knowl-
edge beyond their initial training scope.

2.2 Retrieval-Augmented Generation (RAG)
RAG is widely used in LLMs to mitigate model hallucination.
Typically, it takes a user query as input, retrieves relevant ex-
ternal information, and enhances the output with the retrieved
content [Gao et al., 2023]. This technique has also been ap-
plied to LVLMs for knowledge-based VQA tasks. For exam-
ple, Wiki-LLaVA [Caffagni et al., 2024] employs a two-stage
retrieval process, first using the input image and then refin-
ing the content with the user query. EchoSight [Yan and Xie,
2024] introduces a Q-Former based reranker for retrieval us-
ing both query and image inputs, while SearchLVLMs [Li et
al., 2024] enhance queries before retrieving and filtering web
content. Entity-centric methods such as SnapNTell [Qiu et
al., 2024], MAR [Zhang et al., 2024b], and MuKA [Deng
et al., 2025] leverage visual grounding to retrieve knowledge
about specific objects in images.

All approaches mentioned above rely on extra expert mod-
els to handle the retrieved content and ignore the inherent
capacity of the LVLMs. Self-RAG [Asai et al., ] strength-
ens the model’s self-evaluation capability by setting spe-
cial reflection tokens during training. Inspired by self-
RAG, mR2AG [Zhang et al., 2024a] introduces a retrieval-
reflection mechanism guiding the model to step-by-step judge
the relevance of the retrieved content with input image and
user query, reranking the retrieved content based on its own
capacity. However, these RAG-based methods mainly fo-
cus on VQA scenarios that rely on user queries to retrieve
domain-specific and time-sensitive knowledge. Few research
addresses the retrieval and utilization of real-world knowl-
edge under non-query conditions. This gap highlights the
need for new approaches that can effectively generate image
captioning without explicit user queries, expanding the appli-
cability of such systems to a broader range of scenarios.

2.3 Knowledge Augmented Image Captioning
Yu [Yu et al., 2024] analyzed the impact of captioning data
in the pre-training phase on the model’s knowledge bound-
ary, finding that LVLMs trained based on existing synthetic
captioning data such as LAION-COCO [Schuhmann et al.,
2022] would experience a significant degree of knowledge
loss. This is attributed to the fact that the captions output
by the captioning model used by LAION-COCO, such as
BLIP [Li et al., 2022], often replace some specific content
with more common placeholders, resulting in the final trained
LLMs tends to caption image with simple language structures
containing only basic semantic information rather than de-
tailed object-level real-world knowledge.

To address this issue, CapFusion [Yu et al., 2024] gener-
ates knowledge-augmented image captioning data by prompt-
ing GPT with raw captions from Laion-2B and descrip-
tive captions from LAION-COCO, and the experimental re-

sults prove that such captioning data can effectively broaden
the model’s knowledge boundary. Inspired by CapFusion,
BLIP3-KALE [Jiang et al., 2024] further improves the granu-
larity and efficiency of data annotation with a two-stage pro-
cess. First, LVLM was adopted to create an initial pool of
knowledge augmented captioning data. Then, captions from
stage 1 were used to distill a light-weight VLM to acceler-
ate the captioning process. Compared with previous caption-
ing tasks, knowledge-augmented image captioning is more
valuable in both real-world image caption applications and
high quality captioning data generator for training stronger
LVLMs. However, current knowledge-augmented image cap-
tioning task primarily focuses on extending existing datasets,
and does not involve open-domain images and the application
of RAG systems to achieve general knowledge-augmented
image captioning. In this paper, We propose MsRAG, focus-
ing on leveraging LVLMs to effectively retrieve and utilize
fine-grained object-level multi-source RAG information un-
der non-query conditions, so as to achieve high-quality, gen-
eralized knowledge-augmented image captioning.

3 MsRAG Framework
In this section, we introduce our MsRAG, a tuning-free
framework enabling LVLMs to achieve knowledge aug-
mented image captioning with object-level multi-source RAG
contents. MsRAG framework is shown in Fig. 2, given an
input image I without language query, we focus on investi-
gating how to retrieve and utilize real-world knowledge (e.g.,
domain-specific knowledge) without user query, and incorpo-
rate retrieved knowledge into captioning results.

For the input image I , we propose a parallel visual search
module containing a pre-process module and an RAG con-
tent summary module. In the pre-process phase, an object
detection model is applied to identify objects in the image
and crop object-aware image Io. Subsequently, Io is fed into
the RAG content summary module to further extract and an-
alyze detailed object-level knowledge from both online vi-
sual search engines and offline domain-specific knowledge
databases. Based on the parsed information output from the
RAG content summary module, we designed a set of prompt
templates. This pool dynamically selects the appropriate
prompt according to the object detection results and RAG
contents, enhancing the LVLMs’ ability to utilize complex
RAG information effectively. We also propose a Visual-RAG
alignment module (VRAM) to align the object-aware image
Io with its corresponding text-format RAG content {Ri

ol}ni=1.
This process generates a marked image Imo and an aligned
prompt PA, allowing LVLMs to better understand the rela-
tionship between visual objects and their associated object-
level knowledge. Finally, the marked image Imo and the Vi-
sual RAG aligned prompt PA are sent to the LVLMs to gen-
erate knowledge-augmented image captions.

3.1 Parallel Visual Search Module
Given an input image I , undergoing preprocessing module,
an object-aware image Io is obtained. We crop different ob-
jects according to their bounding boxes and then merge & fil-
ter them based on their entity attributes to obtain sub-images

Preprint – IJCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.



Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t
Pre

prin
t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Pre
prin

t

Input Image

Object detection

…
Offline RAG search

Preprocess

…

Crop & Entity filter

Open domain images

Online web search

Similarity Ranking

RAG content summary

Google Baidu Bing

Title: Chris Martin
Category: face
Content: 
Christopher Anthony 
John Martin …

Title: Metropolitan 
Museum of Art
Category: scene
Content: The 
Metropolitan …
Parsed web search

Digital Products: OPPO
class: OPPO Find X8

Cultural Relics: The 
Temple of Dendur
Period: Roman period
Offline RAG recall

Prompt template pool

General PromptSingle-object
Multi-source

Multi-object
Multi-source

RAG content matchingGPT Qwen InternVL

…
SoM

RAG-Visual 
alignment

Augmented captioning

Caption

Figure 2: Overview of our propsed MsRAG, a training-free framework allows LVLMs to caption image with real-word knowledge.

Iio, i means the i-th object in the image. These sub-images
are then inputted into online visual search engines to obtain
object-level knowledge {Ri

ol}ni=1 from the websites. How-
ever, online visual search engines perform well in retrieving
time-sensitive knowledge but fail to provide accurate infor-
mation in specific domains like culture relics, products, and
scenes. We organized an offline domain-knowledge database
to compensate for the domain-specific knowledge gap in web
search. Similarly, we can also retrieve offline object-level
knowledge {Ri

of}ni=1 from offline database. For the retrieval
information of each object from both online Ri

ol and offline
Ri

of , we select the top three search results [Ri,1:3
ol , Ri,1:3

of ]
based on cosine similarity and summarize them using a light-
weight LLM. Ultimately, we obtain rich object-level multi-
source knowledge from the website and offline database.

3.2 Prompt Matching
As for the RAG contents obtained from Parallel Visual Search
module, we categorize them into three scenarios and dy-
namically adjust the corresponding prompts to enhance the
model’s response quality. Hence, the prompts in the Prompt
Templates Pool can be mainly classified into three types.

1) Multi-object multi-source RAG prompt (Appendix A.3):
In this case, the image contains multiple objects, while
retrieved object-level RAG contents are from multi-
ple RAG sources (e.g., different online search engines
and different offline domain-knowledge databases). We
designed a prompt suitable for multi-object scenarios
and proposed a Visual-RAG alignment module to ex-
plicitly align the visual objects with the corresponding
text-format object-level RAG contents, enhancing the
model’s ability to comprehend image information. A de-
tailed illustration of the Visual-RAG alignment module
can be found in Section 3.3 and Fig.3.

2) Single-object multi-source RAG prompt (Appendix
A.2): When there is only one object in the image

but with multiple RAG sources, we propose a self-
rectification mechanism. Instead of assuming that the
RAG content is correct and using it as-is, the self-
rectification mechanism first relies on the model’s pre-
trained knowledge to judge the relevance of RAG con-
tent and the visual object (prompting LVLMs to identify
whether the RAG content is related to the image objects
with pre-trained knowledge).

3) General Prompt (Appendix A.1): When no RAG infor-
mation is available, a general prompt is used to encour-
age the model to generate an objective image caption
with its own knowledge.

3.3 Visual-RAG Alignment Module
In scenarios with multiple objects and multiple RAG sources,
traditional RAG strategies are unable to effectively associate
the text-format RAG content with the visual objects. This
could hinder the effective utilization of the object-level RAG
information, affecting the quality of captioning results. We
propose a Visual-RAG Alignment Module (VRAM) to bridge
the modality gap between textual RAG contents and visual
image objects, enabling the model to better understand the
image semantics and use the correct RAG content to describe
corresponding object. The VRAM, as shown in Fig.3, in-
spired by the practices of set of marks[Yang et al., 2023], for

1 2 3 4

Visual prompting

## Context
# objects with detailed info
-There are {4} objects with external info..
-[1] Bastian Schweinsteiger …
-[2] Fritz Walter …
# specified object location
-[1] Bastian is numbered as 1 and located at x
-[2] Fritz is numbered as 2 and located at xx

Bbox to position
Left

Mid-left…

Right

Captioning: 
From left to right,:1. Bastian 
Schweinsteiger, ... 2.Fritz 
Walter, … 3. Miroslav 
Klose, ... 4. Manuel Neuer, ...

Title: Bastian ..
Content: Germ…

…

Title: Manuel Ne..
Content: Form …

…

RAG search

Multi-object RAG text RAG & visual objects alignment prompting

Figure 3: Illustration of our VRAM(Visual RAG alignment module).
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Cha. domain

Title: William 
Somerset Maugham
Content: English 
writer, known for .... 

Online search
Pro. domain

Title: None
Online search

Offline search
Content: Arc'teryx
Dragon Year Limited ..

Food domain

Title: None
Online search engine 1

Offline search
Content: None

Online search engine 2
Title: Steamed Pork with…
Content: Originated from …

P. & A. domain

Content: A shrimp is 
a crustacean…

Online search

Offline search
Content: Camel Shr..

Sce. domain

Title: Summer Palace
Content: The Summer Palace...

Online search

Offline search
Content: Tower of Buddhist 
Incense Located right in…

Cul. domain

Title: None
Online search

Offline search – Sce. domain
Content: The Henan Museum ..
Offline search – Cul. domain
Content: Lotus and crane rect..

Mul. domain

Title: Steven Paul Jobs
Content: He was an…

Online search – obj1

Offline search – Pro. – obj2
Content: iPhone 1 is the …

1 2

Figure 4: Left: Samples of KAC-dataset in different domains. Right: Category statics for KAC-dataset.

input object aware image and object-level RAG contents, we
start by marking the objects in the image via their bound-
ing box. Then we formulate visual marks in text format
and integrate them with RAG content to construct an object
position-aware prompt. Our Visual-RAG alignment module
effectively bridges the modality gap between visual and tex-
tual modalities. This allows the model to better understand
the correspondence between object-level RAG contents and
visual objects, thereby outputting high-quality, multi-object
knowledge-augmented captions.

4 Experiment
4.1 Settings
Dataset Collection. We classify the open domain images into
seven categories, namely Cha.(Characters), A. & P.(Animals
& Plants), Sce.(Scenes), Pro.(Products), Food, Cul.(cultural
relics), and Mul.(Multi-object scenario). We collect fail-
ure cases in real world applications pertinent to our busi-
ness domain to form the KAC-dataset. The static results of
KAC-dataset are shown in Fig.4. The pie chart on the right
displays the data proportion for each domain in the KAC-
dataset, with Multi-object domain (21%), Culture Relics
domain (23%), and Plants & Animals domain (13%) tak-
ing up relatively larger shares. The Multi-object domain
mainly consists of image data that includes multiple objects,
thus it can effectively validate the efficiency of the VRAM
within the MsRAG framework. Similarly, the offline domain-
knowledge databases within parallel search module aims to
address the deficiencies of online visual search engines in re-
trieving information in areas such as Culture Relics, scenes,
and products. So increasing the proportion of data in domains
relevant to the offline domain-knowledge databases can ver-
ify the efficacy of the parallel visual search module.

In addition to this, we present typical examples from each
domain in the KAC-dataset, as shown in the left image of
Fig.4. The text in red represents the correct retrieval infor-
mation. As the online visual search engine performs well in
the Cha.(Character) domain, there is no need to implement
offline database in Cha. domain. Therefore, data in the Cha.
domain typically only contains retrieval contents searched by

the online visual search engine. Pro. and P. & A. domains,
however, often struggle to retrieve valuable information from
the web. The Pro. domain often fails to return any useful re-
trieval results, while the P. & A. domain usually only retrieves
broad classification information about plants or animals, such
as their genus or phylum, but lacks detailed species informa-
tion. For these two domains, the offline domain-knowledge
databases always offer more accurate information. It is worth
mentioning that since we use more than one online visual
search engine, we often get multiple search results from the
web, as shown in the example of the Food domain. For the
Sce. and Cul. domains, the retrieval information is more
complex. In addition to the information retrieved from the
web, data in these two domains often simultaneously trigger
Sce. and Cul. tracks in the offline database, returning multi-
ple retrieval results. As shown in the example data for the Cul.
domain, the retrieval content includes information from both
the Sce. track(Henan Museum) and the Cul. track(Lotus and
Crane Rectangular Hu). The Lotus and Crane Rectangular
Hu is housed in the Henan Museum, which means that both
pieces of information are meaningful for captioning. Finally,
the data from the Mul. domain returns object-level knowl-
edge once it has passed through the Parallel Visual Search
Module. Each object’s information may stem from either on-
line or offline. As shown in the example from the Mul. do-
main, object 1 is Steve Jobs, whose information was retrieved
online, while the iPhone 1(object 2) he holds was sourced
from Pro. track in offline database. Detailed information of
offline domain-knowledge database is shown in Table 1, We
categorize the data in the offline database into four tracks, in-
cluding the P. & A. track (Animal and Plant track), the Cul.
track (Culture Relics track), the Sce. track (Scenes track),
and the Pro. track(Products track). The term ‘Entity’ repre-
sents the number of distinct entities within each track, while
‘Volume’ denotes the total amount of samples in each track.

Baselines. We evaluate MsRAG on multiple LVLMs, in-
cluding GPT-4o, Claude-3.5-Sonnet, Qwen2-VL, and In-
ternVL2. For closed-source models (GPT-4o, Claude), we
use their APIs; for open-source models, we deploy them with
vllm[Kwon et al., 2023]. We also compare MsRAG against
mRAG-integrated baselines to verify its effectiveness.
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Domain Image sample Knowledge sample Entity Volume

Animal Scomber is a genus of ray-finned fish in the family Scombridae
living in the open ocean found in Atlantic... 76,683 370,000

Plant Philodendron tatei ‘Congo’ is a cultivar of
Philodendron tatei of the Araceae family... 152,745 720,000

Culture
Relics

The Temple of Dendur (Dendoor in the 19th century) is a Roman
Egyptian religious structure originally located in Tuzis... 903,071 2,333,740

Scenes The statue of Mazu, located at the southern end of Huinu Bay in
Chongwu Town, This statue of Guanyin is 32.3 meters high... 5114 34,490

Products Time for some Tobacco Road vibes with these Jordan 1 Retro Off-Whites.
Also known as the “UNC” editions ... 5334 464,305

Table 1: Examples of offline domain-knowledge databases in parallel visual search module.

Evaluations. We evaluate MsRAG on LVLMs using three
datasets: CapFusion, Kale, and KAC-dataset. CapFusion and
Kale are public captioning datasets with real-world knowl-
edge, aligning well with the knowledge-augmented caption-
ing task, effectively testing MsRAG’s retrieval and utiliza-
tion of external information without queries. All experiments
were run on two Nvidia A100s.

4.2 User Study
We conducted a user study on the KAC-dataset using mRAG
and MsRAG methods to invoke various LVLMs for caption-
ing the samples in KAC-dataset, with 10 caption results for
each sample. Users were asked to rank these captions based
on the accuracy and richness of knowledge information they
provide. The scoring process was done in a fully blinded
manner as the content shown to the users were randomly shuf-
fled results of various captioning methods, ensuring fairness
in the scoring process. We eventually collected 20 valid scor-
ing results, and the summary is shown in Table 2.

MsRAG outperformed mRAG in most scenarios, with sig-
nificant gains in the multi-object (2.78), cultural relics (3.24),
and product domains (3.18), demonstrating the effectiveness
of its offline database and Visual-RAG alignment. How-
ever, the improvement in the character domain was marginal
(0.28), as pre-trained LVLMs and online visual search en-
gines already excel in character recognition.

4.3 Quantitative Comparison
Following the evaluation metrics of current image captioning
and VQA works, we adopt these metrics to evaluate the per-
formance of our MsRAG in the CapFusion and Kale datasets.

Model Method A&P Cha. Sce. Pro. Cul. Food Mul. Overall

GPT4o mRAG 6.5 6.4 6.4 5.5 5.4 6.2 6.1 6.1
MsRAG 7.9 6.6 7.5 8.3 8.5 8.7 8.0 7.9

Claude-sonnet3.5 mRAG 4.6 4.4 4.9 4.7 4.0 4.9 4.4 4.5
MsRAG 7.0 6.3 6.9 7.9 7.9 6.8 7.5 7.2

Qwen2 VL mRAG 3.3 3.5 2.7 2.0 2.3 2.6 3.2 2.8
MsRAG 5.4 3.6 6.2 5.8 6.4 5.0 6.1 5.5

InternVL2 mRAG 3.2 5.4 2.6 2.3 1.7 2.7 2.7 2.9
MsRAG 4.8 5.5 4.8 5.5 5.8 4.9 5.5 5.3

Table 2: User study on KAC-dataset.

Evaluation results are displayed in Table 3. It can be in-
ferred that (1) GPT4o combined with our MsRAG has the
best overall performance on both the CapFusion and Kale
datasets. (2) Our method has continuous gains on almost all
of the LVLMs (especially commercial models such as GPT
and Claude, which can better exploit multi-source RAG con-
tents). It is noteworthy that metrics like BLEU and CIDEr
yielded relatively lower scores on the CapFusion dataset as
opposed to the Kale. This is due to the fact that most of the
ground truth data in the CapFusion are relatively short and
knowledge-oriented, lacking a detailed description of the im-
ages. However, generated text often contains more detailed
descriptions, which leads to text length significantly surpass-
ing the ground truth text and hence the scores by length-
sensitive metrics such as BLEU and CIDEr are skewed.

4.4 Ablation Study
Fig.5 shows our ablation results. We first evaluated VRAM’s
effectiveness in multi-object scenarios by comparing full
MsRAG against baselines without SoM and prompt align-
ment. Human evaluators scored captions (0=no real-world
knowledge, 0.5=partial knowledge, 1=full external knowl-
edge utilization). Results (Fig.5a) show VRAM significantly
improves performance (w/VRAM:0.77 vs w/o:0.41), with
86% of scores in the 0.5-1 range (vs 62% without). We also
selected two typical examples from the Multi-object domain
as shown in Fig.5b. From the above examples, it can be
seen that the captioning result with VRAM correctly under-
stands the location of the object in the image, the content of
the news and their correspondence with retrieved object-level
RAG contents.(eg. Li Yuyi is the official mentioned in the
news that is being publicly tried). However, the captioning
result without VRAM cannot effectively use retrieval infor-
mation, confuses the retrieval information and the content of
news text in the image (eg. mistakenly regards Liu xiang in
the content of news text as the official (Li Yuyi) under public
trial). This further proves that VRAM in MsRAG can help
LVLM better understand the relationship between the objects
in the image and the corresponding retrieved RAG contents.

In addition, we also verified the effect of the offline
domain-knowledge databases in the parallel visual search
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model method CapFusion Kale
B-1 B-2 B-3 M C B-1 B-2 B-3 M C

GPT4o mRAG 3.3 1.1 0.4 21.4 2.0 27.8 8.3 2.9 14.5 5.4
MsRAG 5.6 3.4 2.1 31.3 5.2 53.2 19.6 9.4 19.9 16.7

Claude-sonnet3.5 mRAG 2.3 0.6 0.5 22.7 1.8 52.2 14.1 4.8 22.6 13.1
MsRAG 4.3 1.9 1.0 29.2 2.1 55.8 18.1 7.1 23.9 15.9

Qwen2 VL mRAG 2.5 0.7 0.3 22.4 0.3 62.1 19.8 7.6 23.5 16.8
MsRAG 5.4 2.7 1.6 30.4 1.7 58.1 20.5 9.5 23.1 13.3

InternVL2 mRAG 2.3 0.5 0.2 12.1 0.7 28.1 6.6 2.2 14.4 5.4
MsRAG 3.7 1.2 0.6 14.5 1.8 39.2 12.6 5.6 17.3 11.1

Table 3: Quantitative experiments on CapFusion and Kale. B-1 indicates Bleu-1, B-2 is Bleu-2, B-3 is Bleu3, M is METEOR and C is CIDEr.

Ours

Sc
or

es

Mul. P. & A. Sce. Cul.
Domain

w/o Ours

(a)

up left is Shuying … mid 
is Dongyu … Lu han
right is Deng Chao

w/o
VRAM: 

w/
VRAM: 

This is a group photo at 
an awards ceremony…

w/o
VRAM: 

w/
VRAM: 

up right is Li Yuyi … low 
left is Ferdina… low mid 
is Fumio Kishida…
Liu Xiang …in jail xxx 
below shows Philippine 
President...

(b)

Figure 5: Ablation study. (a) Analysis of the effect of VRAM and
offline database. (b) Samples of VRAM ablation experiment

module. We removed the offline database as the baseline.
The scoring results are shown in the P. & A. , Sce. and
Cul. columns of Fig.5a. After adding the offline domain-
knowledge databases, the quality of LVLM-caption in the
P. & A. , Sce. and Cul. domain significantly improved (P.
& A w/ OD: 0.75, P. & A w/o OD: 0.48. Sce. w/ OD:
0.79, Sce. w/o OD: 0.44. Cul. w/ OD: 0.77, Cul. w/o
OD: 0.21.), proving the necessity of using offline database
to make up for the online visual search engine and verifying
that our prompt design in MsRAG can make LVLM better
utilize the complicated multi-source RAG information. Fur-
thermore, We investigated the retrieval information gain of
the offline database in the five domains presented in Table 1
on the KAC-dataset. Analysis results are shown in Table 4,
the Gain proportion represents the proportion of data where
the offline database can provide effective information while
online visual search engine fails. It can be observed that the
offline database has a continuous gain across all five domains,
with the largest gain in the Cul. and Sce. domain.

To further demonstrate MsRAG’s superiority over mRAG-
based methods in query-free scenarios, we compared them
under the VQA setting to highlight key differences. As
illustrated in Fig.6, in the first example where the image
has multiple objects and the query lacks semantic detail,

Domain Animal Plant Culture
Relics Scene Product

Gain
proportion 37% 31% 62% 52% 43%

Table 4: Analysis of gain from offline database on different domains.

Who … third person from left?

What … entrance fee of it?

Title: Fa..
Content: 

High quality 
response

## Role
## Context
Mark   : Patrick 
Mark     : Joe T..

1

Pete Wentz is the bassist 
and secondary vocalist.

Title: Chongqing 
Auditorium
Content: Constr..

Title: Great H...
Domain: Sce.
Content: landm..

Visual search

Query refine
No matching

A member of Fall Out 
Boy (not sure who).

😎😎:

Missing 
important info

Online search

Offline search

It is recommended to 
check the official web.

8 yuan per person, with a 
half price for students. Title: C...

Content: 

Visual search

Refine-Search
Matching

Content: ​​..fee
--8 yuan on …

Input QA pairs MsRAG M-RAGResponse Quality

2 3 4

1
4

High quality 
response

Missing 
important info

Title: Fall Out.
Content:Band.. 

Figure 6: Comparison of MsRAG and m-RAG on VQA settings.

MsRAG aligns visual and textual cues effectively, ensuring
high-quality responses. Conversely, m-RAG struggles due
to insufficient query signals. When the image has a sin-
gle dominant object and the query is semantically rich (the
second example), m-RAG performs better by leveraging pre-
cise knowledge retrieval. Overall, MsRAG excels with multi-
object images and weak queries, while m-RAG works better
with informative queries and single-subject images. Com-
bining both approaches could further enhance VQA perfor-
mance. Thus, for caption task (like VQA tasks with semanti-
cally weak queries), our MsRAG is more effective.

5 Conclusion

In this paper, we propose MsRAG, a general tuning-
free framework for knowledge-augmented image captioning.
MsRAG is plug-and-play that can be easily, flexibly, and cost-
effectively integrated with any open-source or close-source
LVLMs. It includes: (1) a Parallel Visual Search Module for
retrieving object-level information online and offline without
language queries; (2) a Prompt Template Pool to dynami-
cally adjust prompts based on retrieved content, enhancing
the LVLMs’ ability to utilize complex RAG contents; (3) a
Visual RAG Alignment Module to align text-format object-
level knowledge with visual objects, enhancing the model’s
understanding of the correlation between image contents and
RAG contents. The aligned image and prompt are fed into the
LVLM to generate knowledge-centric captions. Our method
is evaluated on the proposed KAC-dataset, CapFusion, and
Kale, demonstrating its effectiveness.
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Rodriguez, Robert Stojnic, Sergey Edunov, and Thomas
Scialom. Llama 2: Open foundation and fine-tuned chat
models. CoRR, abs/2307.09288, 2023.

[XENOS et al., 2023] ALEXANDROS XENOS, Themos
Stafylakis, Ioannis Patras, and Georgios Tzimiropoulos. A
simple baseline for knowledge-based visual question an-
swering. In The 2023 Conference on Empirical Methods
in Natural Language Processing, 2023.

[Yan and Xie, 2024] Yibin Yan and Weidi Xie. Echosight:
Advancing visual-language models with wiki knowledge.
In Findings of the Association for Computational Linguis-
tics: EMNLP 2024, pages 1538–1551, 2024.

[Yang et al., 2023] Jianwei Yang, Hao Zhang, Feng Li,
Xueyan Zou, Chunyuan Li, and Jianfeng Gao. Set-of-
mark prompting unleashes extraordinary visual grounding
in gpt-4v. arXiv preprint arXiv:2310.11441, 2023.

[Yin et al., 2023] Shukang Yin, Chaoyou Fu, Sirui Zhao,
Ke Li, Xing Sun, Tong Xu, and Enhong Chen. A sur-
vey on multimodal large language models. arXiv preprint
arXiv:2306.13549, 2023.

[Yu et al., 2024] Qiying Yu, Quan Sun, Xiaosong Zhang,
Yufeng Cui, Fan Zhang, Yue Cao, Xinlong Wang, and
Jingjing Liu. Capsfusion: Rethinking image-text data at
scale. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 14022–
14032, 2024.

[Zhang et al., 2024a] Tao Zhang, Ziqi Zhang, Zongyang Ma,
Yuxin Chen, Zhongang Qi, Chunfeng Yuan, Bing Li, Junfu
Pu, Yuxuan Zhao, Zehua Xie, et al. mr 2 ag: Multimodal
retrieval-reflection-augmented generation for knowledge-
based vqa. arXiv preprint arXiv:2411.15041, 2024.

[Zhang et al., 2024b] Zhengxuan Zhang, Yin Wu, Yuyu Luo,
and Nan Tang. Mar: Matching-augmented reasoning for
enhancing visual-based entity question answering. In Pro-
ceedings of the 2024 Conference on Empirical Methods in
Natural Language Processing, pages 1520–1530, 2024.

[Zhao et al., 2023] Ruochen Zhao, Hailin Chen, Weishi
Wang, Fangkai Jiao, Xuan Long Do, Chengwei Qin,
Bosheng Ding, Xiaobao Guo, Minzhi Li, Xingxuan Li,
et al. Retrieving multimodal information for augmented
generation: A survey. In Findings of the Association for
Computational Linguistics: EMNLP 2023, pages 4736–
4756, 2023.

[Zhu et al., 2022] Yongjie Zhu, Chunhui Han, Yuefeng
Zhan, Bochen Pang, Zhaoju Li, Hao Sun, Si Li, Boxin
Shi, Nan Duan, Weiwei Deng, et al. Adscvlr: Commer-
cial visual-linguistic representation modeling in sponsored
search. In Proceedings of the 30th ACM International
Conference on Multimedia, pages 444–452, 2022.

Preprint – IJCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.


