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Abstract
Diffusion models have gained attention for their
success in modeling complex distributions, achiev-
ing impressive perceptual quality in SR tasks.
However, existing diffusion-based SR methods of-
ten suffer from high computational costs, requir-
ing numerous iterative steps for training and infer-
ence. Existing acceleration techniques, such as dis-
tillation and solver optimization, are generally task-
agnostic and do not fully leverage the specific char-
acteristics of low-level tasks like super-resolution
(SR). In this study, we analyze the frequency- and
spatial-domain properties of diffusion-based SR
methods, revealing key insights into the temporal
and spatial dependencies of high-frequency signal
recovery. Specifically, high-frequency details bene-
fit from concentrated optimization during early and
late diffusion iterations, while spatially textured re-
gions demand adaptive denoising strategies. Build-
ing on these observations, we propose the Time-
Spatial-aware Sampling strategy (TSS) for the ac-
celeration of Diffusion SR without any extra train-
ing cost. TSS combines Time Dynamic Sampling
(TDS), which allocates more iterations to refin-
ing textures, and Spatial Dynamic Sampling (SDS),
which dynamically adjusts strategies based on im-
age content. Extensive evaluations across mul-
tiple benchmarks demonstrate that TSS achieves
state-of-the-art (SOTA) performance with signifi-
cantly fewer iterations, improving MUSIQ scores
by 0.2 ∼ 3.0 and outperforming the current accel-
eration methods with only half the number of steps.

1 Introduction
Image super-resolution (SR) [Wang et al., 2021b; Zhang et
al., 2021; Liang et al., 2021; Qin et al., 2023; Liu et al., 2023;
Zhao et al., 2023; Qin et al., 2024; Bao et al., 2025] aims to
reconstruct high-resolution (HR) images from low-resolution
(LR) inputs. Recently, diffusion models [Ho et al., 2020;
Song et al., 2020] have gained attention for their ability to

1The full version is available at https://arxiv.org/abs/2505.12048.
2B indicates the corresponding author of the paper.

model complex distributions, achieving notable success in
SR [Chen et al., 2024; Wang et al., 2024b; Yang et al., 2025;
Yu et al., 2024; Wu et al., 2024b; Qu et al., 2025], par-
ticularly in perceptual quality [Wang et al., 2023; Wu et
al., 2023]. Diffusion-based image super-resolution methods
take two primary approaches: integrating the low-resolution
image into a task-specific denoiser [Saharia et al., 2022;
Wang et al., 2024a] or adapting the reverse diffusion process
of pre-trained models [Wu et al., 2024b; Yang et al., 2025;
Yu et al., 2024]. These methods are computationally inten-
sive, requiring 1000 steps for training and several, such as 20
(PASD [Yang et al., 2025]), 50 (SUPIR [Yu et al., 2024]), or
more steps (StableSR [Wang et al., 2024a]) during testing.

Efforts to accelerate denoising generation focus on sam-
pler acceleration and distillation, achieving results in 10 or
fewer steps [Yue et al., 2024; Wang et al., 2024b]. Most
Diffusion SR methods [Wang et al., 2024a; Yu et al., 2024;
Yang et al., 2025] adopt these general strategies without con-
sidering the unique frequency characteristics of low-level vi-
sion tasks. However, in fact, recent studies like STAR [Xie et
al., 2025] have highlighted the diverse recovery of diffusion-
based SR across frequency domains, suggesting the poten-
tial to learn low- and high-frequency information at different
training stages. Despite these insights, these works primar-
ily focus on modifying the training process and optimization
losses. Given the availability of many large-scale open source
and pre-trained diffusion SR models [Yang et al., 2025;
Yu et al., 2024; Wang et al., 2024a], we aim to develop a
tailored training-free acceleration strategy by leveraging the
characteristics of Diffusion SR methods with the spatial and
frequency information, seeking to enhance the performance
of these existing models at minimal cost.

To analyze frequency-based disparities in the denoising
process, we conduct a tiny experiment, using SUPIR, one
of the latest typical state-of-the-art Diffusion SR methods,
on the RealPhoto60 dataset [Yu et al., 2024]. RealPhoto60
comprises 60 real-world images from common benchmarks.
To explore the frequency characteristics, we applied Fourier
transformation [Cochran et al., 1967] to categorize spectra
into low, medium, and high-frequency signals. To observe
the time domain dynamics, we recorded the signal-to-noise
ratio (SNR) of intermediate and final outputs over the 100-
step inference. As shown in Fig. 1.a, SNR improvements
were most pronounced in the later stages across all frequency
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(b) HF SNR of Patches with different variance (d) Differences of denoising progress between smooth and high-frequency regions

(c) ΔNoise  of High-frequency Signals during iteration
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Figure 1: (a) SNR of different frequency components in SUPIR denoising, where high-frequency signals show a unique two-stage pattern.
(b) SNR of high-frequency signals in different spatial regions during the denoising process of SUPIR. (c) Noise amplitude in high-frequency
regions of SUPIR denoising: higher variance shortens the positive optimization phase. (d) Denoising visualization of a RealPhoto60 sample.

bands. Notably, unlike low and medium frequency com-
ponents, high-frequency components uniquely exhibited
visible SNR gains in the early stages, indicating the critical
role of early denoising in restoring high-frequency details.

Furthermore, we analyzed spatial variations in high-
frequency recovery by cropping RealPhoto60 samples into
128-sized patches and categorizing them as smooth, medium-
textured, or highly textured based on variance. We recorded
the SNR of high-frequency signals for each category through-
out the iterations (Fig. 1.b), and analyzed the noise magnitude
changes (Fig. 1.c). For an intuitive comparison, Fig. 1.d il-
lustrates the denoising process for a typical sample with both
low- and high-frequency regions, showing that smooth areas
recover early, while high-frequency regions, such as fur, re-
cover significantly in the final 0 ∼ 100 steps. Spatially, re-
gions with more high-frequency information concentrate
recovery in the initial and final stages, whereas content
variation influences denoising dynamics.

Based on the above observations, efficiently generating
high-frequency details requires leveraging their unique tem-
poral optimization, which is concentrated in the early and late
iterations. Therefore, we propose a Time Dynamic Sampling
(TDS) strategy that prioritizes high-frequency signal recovery
and enhances texture perception by allocating more denoising
steps to diffusion stages critical for refining high-frequency
details. Furthermore, from a spatial perspective, the sampling
strategy must adapt to variations in image content. To achieve
this, we introduce Spatial Dynamic Sampling (SDS), which
dynamically adjusts the sampling frequency based on spatial
content, ensuring alignment with the characteristics of differ-
ent image regions. By integrating these two strategies, we
propose Time-Spatial-Aware Sampling (TSS), a novel frame-

work to accelerate existing diffusion-based SR without addi-
tional training costs. As both strategies require no additional
training and only minimal code modifications, TSS offers an
efficient and broadly applicable solution.

Evaluations on six BSR benchmarks across various metrics
illustrate that TSS significantly improves the performance of
various diffusion SR methods within a few iterations, without
incurring additional training costs. TSS consistently achieves
an increase of 0.2 ∼ 3.0 of MUSIQ in diverse SR diffusion
frameworks and datasets. Remarkably, TSS outperforms the
current state-of-the-art method while using only half the num-
ber of steps. Our main contributions are as follows:

1. We identified the temporal and spatial dynamics of
diffusion-based methods in high-frequency detail recov-
ery of image super-resolution tasks.

2. Based on the observations, we propose the Time-Spatial-
aware Sampling strategy (TSS) to achieve training-free
acceleration for diffusion-based image super-resolution.

3. Comprehensive evaluations across multiple real-world
SR benchmarks show that TSS achieves state-of-the-art
performance with fewer denoising iterations.

2 Related Work
2.1 Diffusion Model in Super-Resolution
Due to their exceptional ability to generate high-quality im-
ages, diffusion-based super-resolution methods have gar-
nered widespread attention. Early approaches leveraged
low-resolution images as guidance by training a conditional
DDPM [Ho et al., 2020; Kawar et al., 2022; Saharia et al.,
2022], or conditionally steering a pre-trained DDPM [Choi
et al., 2021] to perform super-resolution tasks. Recently,
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several studies have utilized pre-trained text-to-image (T2I)
models, such as Stable Diffusion (SD) [Rombach et al.,
2022; Podell et al., 2023], harnessing learned priors to ad-
dress super-resolution challenges and achieve high-quality
image enhancements. These methods either train a Control-
Net [Zhang et al., 2023; Yang et al., 2025; Yu et al., 2024;
Chen et al., 2024] or an additional encoder that encodes guid-
ance features [Wu et al., 2024b; Wang et al., 2024a], both of
which have demonstrated outstanding performance. Yet, as
mentioned earlier, these methods require a large number of
diffusion steps, resulting in high computational costs.

2.2 Diffusion Model Acceleration
Recent state-of-the-art super-resolution methods still require
dozens or even hundreds of diffusion steps, even with ac-
celeration techniques like DDIM [Song et al., 2020], lead-
ing to significant time overhead. Reducing diffusion steps
often degrades output quality. Various pruning [Zhu et al.,
2024], caching [Ma et al., 2024], and distillation [Yin et
al., 2024] techniques have accelerated general T2I diffu-
sion models while preserving generation quality. In super-
resolution, ResShift [Yue et al., 2024] reduces diffusion steps
by modeling a Residual Shifting Markov chain between high-
resolution and low-resolution images but requires a consider-
able cost of 500K iterations training from scratch. Distillation
approaches [Wu et al., 2024a; He et al., 2024] have achieved
one-step diffusion in super-resolution tasks, but their training
costs remain high, and their performance is constrained by
the teacher models. Therefore, given the training costs and
limitations of existing methods, exploring a training-free ac-
celeration framework for diffusion-based super-resolution is
valuable and necessary.

3 Method
3.1 Revisiting Diffusion in Super-Resolution
To investigate the relationship between frequency signals,
spatial characteristics, and temporal steps in denoising, we
conducted two demo experiments using the representative
SOTA method SUPIR [2024], a classic framework based on
pre-trained SD [2022] with fine-tuned ControlNet [2023].
The experiments are conducted on the RealPhoto60 dataset
containing 60 real-world images from benchmarks like Re-
alSR [2020], DRealSR [2020], and web sources.
Frequency Signal Analysis We analyze the relationship
between denoising stages and frequency-specific signal re-
covery by computing the signal-to-noise ratio (SNR) over
100-step inference using the Fourier Transform, with the fi-
nal denoised result as a noise-free reference and intermediate
results decoded from feature representations. As shown in
Fig. 1.a, SNR increases significantly in the late stages (400
∼ 0 steps). Notably, high-frequency (HF) components, un-
like low and medium frequencies, also exhibit visible SNR
improvement in the early stages (1000 ∼ 700 steps). To fur-
ther investigate HF signals crucial for SR, Fig. 1.c presents
the noise delta throughout denoising, where noise represents
the residual with the final result, and delta denotes stepwise
changes. Noise decreases in the early (1000 ∼ 700) and late
(400 ∼ 0) stages but rises in the middle, mirroring the SNR

trend in Fig. 1.a. This suggests that, unlike low and medium
frequencies, early denoising stages are also crucial for HF re-
covery, while intermediate stages may hinder optimization.
Spatial Dynamics Analysis To examine the spatial dy-
namics of denoising across regions with varying content,
we analyzed signals in image patches of different textures.
RealPhoto60 images were divided into non-overlapping
128×128 patches and classified as smooth, medium textured,
or highly textured based on variance, applying Frequency
Signal Analysis above to each category. As shown in Fig. 1.c,
higher variance patches have a narrower range of time steps
for effective optimization in the early and late stages. Fig. 1.d
further illustrates that smooth regions undergo visible denois-
ing earlier than fur-textured areas during late iterations. This
suggests that denoising effectiveness varies across textures,
with high-texture patches containing more high-frequency
signals exhibiting shorter, more concentrated optimization
stages in both early and late iterations.

In summary, the restoration of high-frequency (HF) sig-
nals is unevenly distributed across both the denoising process
and spatial regions within an image. However, the widely
used traditional uniform, data-independent sampling methods
haven’t taken the spatiotemporal dynamics of HF signal de-
noising into account, which are critical for super-resolution
tasks. Additionally, acceleration strategies relying on distil-
lation or pruning often incur additional training time. Con-
sequently, we propose that an optimal acceleration strategy
should meet the following criteria:

1. Cost-Effectiveness. The strategy should achieve supe-
rior performance with fewer iterations while keeping ad-
ditional training costs minimal.

2. Generality. The strategy should exhibit robust gener-
alizability, enabling flexible integration across a wide
range of established super-resolution frameworks.

3.2 Time-Spatial-aware Sampling
To address these issues and meet the requirements, we pro-
pose Time-Spatial-aware Sampling (TSS), a training-free
content-adaptive accelerated sampling strategy (in Fig. 2).
TSS integrates two core strategies: Time Dynamic Sampling
and Spatial Dynamic Sampling, which are elaborated below.

Time Dynamics Sampling (TDS)
As discussed in Sec. 3.1, high-frequency signal optimization
is concentrated in the early and late stages. Based on this ob-
servation, we propose the Time Dynamic Sampling (TDS)
strategy with a non-uniform, adaptive timestep allocation.
The non-uniform sampling design should meet two key crite-
ria: 1) Higher sampling density in the early and late stages.

DataLR

Time-Spatial-aware Sampling𝐿𝑅

DataHR

𝑆𝑅

LR1

LR2

LR3

SR1

SR2

SR3

Figure 2: Overview of the proposed Time-Spatial-aware Sampling.
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𝑡 = 0 𝑡 = 𝑇
𝑆′

𝑆′′
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𝑎𝑛−1

𝑇 −
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(𝑇 − 𝑎)𝑛−1

Figure 3: Illustration of the Time Dynamic Sampling strategy.

2) Adjustable non-uniformity, including uniform sampling as
a special case. To achieve this, we propose a non-uniform
denoising approach focused on high-frequency information
by implementing a non-uniform resampling strategy in the
time-step schedule. Specifically, for a given number of train-
ing steps T and training scheduler S = {1, 2, 3, ..., T}, the
scheduler S′ for common uniform sampling of T ′ steps is

S′(T, T ′) = {tk∥tk = ⌊k · T

T ′ ⌋, k ∈ {1, 2, ..., T ′}}. (1)

To incorporate adaptive non-uniformity, we resample the uni-
form sampling scheduler using a two-stage polynomial func-
tion to derive the modified scheduler S′′, which is defined as:

S′′(a, n, T, T ′) = {f(t, a, n, T, T ′)∥t ∈ S′(T, T ′)}, (2)

f(t, a, n, T, T ′) =

{
tn

an−1 , t < a

T − (T−t)n

(T−a)n−1 , t ≥ a
, (3)

where a denotes the transition point between early and late
stages, and n is the power factor. Fig. 3 illustrates an ex-
ample of the resampling function. When n > 1, sampling
density is concentrated at t = 0 and t = T , while n ap-
proaches 1, the function gradually converges to uniform sam-
pling. Compared to uniform sampling, TDS enhances high-
frequency signal recovery by prioritizing early and late-stage
sampling, which is crucial for high-frequency restoration.

Spatial Dynamic Sampling (SDS)
TDS improves high-frequency signal restoration at the overall
image level. However, as discussed in the previous section,
different image regions exhibit distinct denoising dynamics,
requiring region-specific sampling within a single image. To
address this, we introduce Spatial Dynamic Sampling (SDS),
which extends TDS with Variance-Adaptive Smooth Sam-
pling and Spatial Dynamic Time Embedding.
Variance-Adaptive Smooth Sampling To achieve dynamic
scheduling across different image regions, as illustrated in
Fig. 4.a, we first compute the local variance V0 ∈ RH×W of
the image ILR ∈ RH×W×3 on grayscale using a 33×33 field
around each pixel and post-process it with Gaussian blurring
of the same size and min-max normalization for smoothness:

Vg = norm(GaussianBlur(V0)). (4)

(b) Unified Time embedding (c) Spatial Dynamic Time embedding

𝑁𝐵× 1×𝐻×𝑊
tS𝑝𝑎𝑡𝑖𝑎𝑙𝑧

Encoder 
Block Embed

𝑅𝐵×𝐶×𝐻×𝑊

𝑅𝐵×𝐶×𝐻×𝑊

t emb S𝑝𝑎𝑡𝑖𝑎𝑙

𝑅𝐵×𝐶×𝐻×𝑊

𝑁𝐵× 1× 1× 1
𝑡𝑧

Encoder 
Block Embed

𝑅𝐵×𝐶×𝐻×𝑊

Expand
𝑁𝐵×𝐶× 1× 1

(a) Variance-Adaptive Smooth Sampling 
𝑉

𝐼𝐿𝑅

𝐿𝑅3

𝐿𝑅1

𝐿𝑅2

𝑆′

𝑆1
′′ 𝑆2

′′ 𝑆3
′′

𝑎1 ,𝑛1

𝑎2 ,𝑛2

𝑎3 ,𝑛3

Figure 4: (a) The Variance Adaptive Smooth Sampling strategy. (b)
The common unified embedding injection strategy. (c) The proposed
Spatial Dynamic Time Embedding injection strategy.

Subsequently, we derive the non-uniform sampling strategy
for each position based on the local smoothed variance Vg .
Specifically, we assign an independent time scheduler to each
position and adaptively adjust it based on local variations.
The overall spatial-adaptive time scheduler S is defined as the
set of schedulers for each position:

S = {S′′(a(vgi,j ), n(vvgi,j
), T, T ′)∥vgi,j ∈ Vg}, (5)

where vgi,j denotes the local variance at position (i, j) which
controls a and n. The spatial timestep tspatialk for the kth

denoising iteration represents a set of timesteps for each pixel,

tspatialk = {tk ∈ Si,j |i ∈ [0, H], j ∈ [0,W ]}, (6)

where Si,j denotes the single scheduler in S for position (i, j).
Considering computational efficiency and simplicity of im-
plementation, we use linear functions for the projection a()
and n(), which are defined as follows:

n(v) = v(Nmax−Nmin)+Nmin, a(v) = v(Amax−Amin)+Amin,
(7)

where Nmax, Nmin, Amax, and Amin denote the range of n and
a. As shown in Fig. 4.a, we assign different a and n val-
ues based on the local variance. In this way, we ensure that
high-frequency texture regions with high variance (red block
in Fig. 4.a) undergo greater sampling inhomogeneity, con-
centrating steps in the early and late phases to enhance high-
frequency recovery. Conversely, smooth regions with lower
variance (blue block in Fig. 4.a) are sampled more uniformly,
facilitating the restoration of smooth areas.
Spatial Dynamics Time Embedding While Variance-Adaptive
Smooth Sampling allows for location-specific timestep allo-
cation, segmenting images into separate patches to accommo-
date spatially varying timesteps will increase processing time
and cause boundary artifacts. To adapt pre-trained denoising
networks for spatial timestep embeddings in one step, we in-
troduce a simple yet effective spatiotemporal embedding in-
jection strategy. Specifically, existing methods generate indi-
vidual timestep embedding temb ∈ RC and add them to main
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branch features z ∈ RB×C×H×W at all spatial locations via
automatic expansion (Fig. 4.b), which can be formulated as

temb = Emb(t), z = z + expand(temb), (8)

where the expanded version expand(temb) matches the spa-
tial dimensions of the main branch features z. In contrast, our
spatial timestep embedding is the set of embeddings for each
spatial location in tspatial, which has the same spatial dimen-
sions as the main branch features z, as depicted in Fig. 4.c
Thus, it can be directly added to the main branch features at
all spatial locations, which can be expressed as:

tembspatial
= {Emb(ti,j)|ti,j ∈ tspatial}, z = z+tembspatial

.
(9)

This allows the network to adapt to spatially varying timestep
embeddings while integrating flexibly into existing architec-
tures without extra cropping or multiple forward passes.

4 Experiment
4.1 Experiment Setup
Implementation Details Our approach modifies only the
sampling strategy during inference, requiring no extra train-
ing. Experiments were conducted on an NVIDIA A800 GPU
(80GB) using the official codebases and pre-trained weights.
The PyTorch framework was used for implementation, and
the detailed hyperparameters are provided in the full version.
Testing Datasets Performance was evaluated on both syn-
thetic and real-world data. Synthetic data used DIV2K [2017]
with LR images degraded by BSRGAN [2021]. Real-world
evaluations used DRealSR [2020], RealPhoto60 [2024], and
RealSR [2020], along with face SR benchmarks WebPhoto-
Test [2021a] and LFW-test [2019]. RealPhoto60, WebPhoto,
and LFW were tested at ×2 scale, and others at ×4.
Evaluation Metrics For the quantitative evaluation of
super-resolution, we employed widely used perceptual qual-
ity metrics, including NIQE [2013], CLIPIQA [2023],
MUSIQ [2021], and QAlign [2023], to compare the per-
formance of the competing methods. Additionally, we
provide the full-reference metrics including PSNR [2010],
SSIM [2004], and LPIPS [2018] in the full version.

4.2 Comparison with State-of-the-Art Methods
For a comprehensive comparison, we integrate the TSS
framework with three recent SOTA diffusion-based super-
resolution (SR) methods: StableSR [2024a], SUPIR [2024],
and PASD [2025]. Their performance is evaluated against
state-of-the-art (SOTA) SR approaches, including Real-
ESRGAN [2021b], BSRGAN [2021], SwinIR [2021], SinSR
[2024b], and ResShift [2024], using both synthetic and real-
world datasets. Real-ESRGAN, BSRGAN, and SwinIR are
traditional deep learning-based SR frameworks using CNNs
or transformers, while SinSR and ResShift are diffusion-
accelerated SR methods leveraging distillation and fine-
tuning, respectively. For fairness, the results are obtained
from official codebases and pre-trained models. Quantita-
tive evaluation and qualitative comparisons are presented in
Tab. 1 and Fig. 5, respectively. As presented in Tab. 1, our
SUPIRTSS outperforms the state-of-the-art acceleration stra-

Datasets Methods NIQE↓ CLIPIQA↑ MUSIQ↑ Qalign↑

DIV2K
SR (x4)

Real-ESRGAN 4.87 0.5963 56.55 3.53
BSRGAN 3.78 0.5804 60.25 3.68
SwinIR 3.51 0.5677 58.27 3.92

ResShift (N=15) 7.68 0.5963 44.32 3.25
SinSR (N=1) 6.53 0.6745 55.28 3.66

StableSR(N=100) 7.94 0.3429 27.69 2.49
StableSRTSS(N=100) 7.16 0.3604 28.06 2.50

SUPIR(N=7) 5.02 0.3758 60.76 4.11
SUPIRTSS(N=7) 3.56 0.5244 62.35 4.28

PASD(N=7) 7.78 0.4071 39.79 3.03
PASDTSS(N=7) 6.11 0.4192 41.82 3.15

RealSR
SR (x4)

Real-ESRGAN 4.70 0.4818 59.50 3.92
BSRGAN 4.66 0.5399 63.37 3.86
SwinIR 4.69 0.4636 59.40 3.85

ResShift (N=15) 7.43 0.5427 53.52 3.84
SinSR (N=1) 6.24 0.6631 59.23 3.87

StableSR(N=100) 5.06 0.5530 60.99 3.90
StableSRTSS(N=100) 4.98 0.5691 61.15 3.93

SUPIR(N=7) 6.44 0.4435 57.85 3.66
SUPIRTSS(N=7) 4.76 0.5017 58.74 3.96

PASD(N=7) 4.99 0.5341 60.34 4.01
PASDTSS(N=7) 4.31 0.5739 62.00 4.08

DRealSR
SR (x4)

Real-ESRGAN 4.35 0.5769 56.88 4.34
BSRGAN 4.60 0.6125 58.55 4.31
SwinIR 4.39 0.5668 56.93 4.33

ResShift (N=15) 6.03 0.6490 56.23 4.30
SinSR (N=1) 5.51 0.7134 56.72 4.30

StableSR(N=100) 4.38 0.6472 55.88 4.26
StableSRTSS(N=100) 4.73 0.6523 56.12 4.27

SUPIR(N=7) 5.79 0.4760 52.69 4.09
SUPIRTSS(N=7) 4.37 0.5362 54.26 4.27

PASD(N=7) 4.58 0.6612 58.21 4.30
PASDTSS(N=7) 3.95 0.6923 57.58 4.32

Real-ESRGAN 3.92 0.5709 59.25 3.64
BSRGAN 5.38 0.3305 45.46 2.11

ResShift (N=15) 6.59 0.6642 61.29 3.77
SinSR (N=1) 5.91 0.7610 66.43 3.90

RealPhoto60 StableSR(N=100) 4.39 0.5484 55.41 3.65
SR (x2) StableSRTSS(N=100) 4.28 0.5575 56.40 3.68

SUPIR(N=7) 5.80 0.4597 65.42 3.62
SUPIRTSS(N=7) 3.86 0.6277 67.86 4.38

PASD(N=7) 4.60 0.6244 63.85 3.99
PASDTSS(N=7) 3.86 0.6427 66.38 4.22

Real-ESRGAN 5.92 0.4937 37.89 1.94
BSRGAN 7.16 0.4316 38.86 1.78

ResShift (N=15) 10.24 0.4590 29.63 1.84
SinSR (N=1) 7.94 0.6610 51.10 2.36

WebPhoto StableSR(N=100) 7.54 0.3412 28.03 1.72
SR (x2) StableSRTSS(N=100) 7.00 0.3602 28.78 1.73

SUPIR(N=7) 8.56 0.3935 60.42 2.95
SUPIRTSS(N=7) 5.19 0.4815 58.72 3.36

PASD(N=7) 11.18 0.3172 28.73 1.85
PASDTSS(N=7) 8.57 0.3485 31.25 2.06

Real-ESRGAN 5.06 0.5337 56.60 2.75
BSRGAN 6.14 0.5566 58.48 2.60

ResShift (N=15) 8.42 0.5570 52.48 2.64
SinSR (N=1) 6.97 0.7553 65.40 2.98

LFW StableSR(N=100) 5.67 0.5246 55.51 3.18
SR (x2) StableSRTSS(N=100) 5.42 0.5416 56.50 3.22

SUPIR(N=7) 6.21 0.4329 67.09 3.50
SUPIRTSS(N=7) 4.36 0.5776 67.23 4.22

PASD(N=7) 6.51 0.5383 59.23 3.15
PASDTSS(N=7) 5.10 0.5567 62.25 3.55

Table 1: Quantitative comparison with SOTA real-world SR meth-
ods. ‘Bold’ indicates improvement over the baseline, while
‘Underline’ denotes the best performance. SwinIR was evaluated
only on x4 scale factors due to the lack of pretrained weights for x2.

tegies ReShift and SinSR on most benchmarks, achieving a
1.14 - 5.05 improvement in NIQE [2013] and a 0.09 - 1.52
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Figure 5: Qualitative comparison with state-of-the-art methods. Top: real-world sample from RealPhoto60 datasets. Bottom: synthetic
sample from DIV2K valid datasets. More visual results are provided in the full version.

improvement in QAlign [2023] across both synthetic and real
datasets. Notably, while baseline SUPIR’s 7-step QAlign
results are initially inferior to ReShift and SinSR on real
datasets, the incorporation of the TSS framework enables a
QAlign improvement of 0.09 - 1.24 over SinSR and 0.12 -
1.58 over ReShift across all datasets. Although SinSR re-
quires only a single iteration, its distillation strategy involves
additional training costs, whereas TSS achieves comparable
results without any extra training. Furthermore, compared
to ReShift, which requires training and 15 inference steps,
SUPIRTSS delivers superior performance across all metrics
except CLIPIQA [2023], achieving these results in just 7 it-
erations, less than half the steps. Fig. 5 provides examples
of synthetic and real degradation. Taking the first example in
Fig. 5 as an example, most existing methods, including CNN-
and Transformer-based approaches and diffusion acceleration
strategies, fail to generate the region with high-frequency tex-
tures (wrinkles, beard, and eyebrow). In contrast, SUPIRTSS

produces more realistic and richer high-frequency textures, as
evidenced by both qualitative visual quality and quantitative
results (Fig. 5, Row. 2, Col. 4) In summary, both quantita-
tive and qualitative analyses show that TSS significantly en-
hances the high-frequency restoration capabilities of recent
diffusion-based SR methods, achieving state-of-the-art tex-
ture generation performance on both synthetic and real-world
datasets without any additional training costs.

4.3 Ablation Study
Effectiveness of Time Dynamic Sampling To validate the
effectiveness of Time Dynamic Sampling (TDS), we compare

Strategy TDS - ✓ ✓
SDS - - ✓

Step=7

NIQE ↓ 5.80 3.99 3.86
CLIPIQA ↑ 0.4597 0.6212 0.6277
MUSIQ ↑ 65.42 67.53 67.86
Qalign ↑ 3.62 4.35 4.38

Step=10

NIQE ↓ 5.23 3.89 3.65
CLIPIQA ↑ 0.5000 0.6391 0.6571
MUSIQ ↑ 65.93 67.42 68.50
Qalign ↑ 3.93 4.33 4.38

Step=14

NIQE ↓ 4.41 3.59 3.65
CLIPIQA ↑ 0.5912 0.6438 0.6439
MUSIQ ↑ 68.24 68.51 68.61
Qalign ↑ 4.26 4.31 4.33

Table 2: Comparison of SUPIR with different sampling strategies.

SUPIR with its TDS-enhanced version on the RealPhoto60
dataset. As shown in Tab. 2, TDS improves quantitative met-
rics, achieving a 20% increase in QAlign[2023] and a 35% in-
crease in CLIPIQA [2023] at 7 steps. Fig. 6 (Col. 3 vs. 1) vi-
sually compares SUPIR results with and without TDS on real
samples. TDS enhances the butterfly texture reconstruction
while uniform sampling introduces artifacts like color block-
ing. For further analysis, Fig. 7 illustrates the relationship
between high-frequency SNR and the number of denoising
steps. Compared to the original SUPIR (blue), SUPIR+TDS
(green) consistently achieves higher SNR at the same step
count, even with fewer total steps, indicating its effectiveness
in high-frequency signal restoration.
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Figure 6: Visual comparison of SUPIR-7 with different sampling
strategies on real samples in RealPhoto60.

Metrics Uniform Later Stage Only TDS

NIQE ↓ 5.80 5.80 (-0.00) 3.99 (-1.81)
CLIPIQA ↑ 0.4597 0.6032 (+0.1435) 0.6212 (+0.1615)
MUSIQ ↑ 65.42 66.58 (+1.16) 67.53 (+2.11)
Qalign ↑ 3.62 3.32 (-0.30) 4.35 (+0.73)

Table 3: Ablation study on the necessity of early-stage sampling.
Red for improvement, and blue for degradation.

Necessity of Early Stage Sampling To verify the need for
early-stage sampling, we compare SUPIR with late-stage-
only sampling (a = T in Eq. 3) and Time Dynamic Sam-
pling (TDS) on the RealPhoto60. As shown in Tab. 3, late-
stage-only sampling fails to improve NIQE and results in a
0.3 drop in QAlign, while TDS nearly doubles the MUSIQ
gain by balancing early and late sampling. Fig. 7 compares
the high-frequency SNR of both methods. Due to insufficient
early-stage denoising, late-stage-only sampling retains exces-
sive HF noise at lower steps, sometimes underperforming the
baseline. In contrast, TDS, with concentrated sampling in
both early and late stages, effectively boosts HF SNR with
fewer steps. Fig. 6 (Col. 2 vs. 3) further illustrates this effect.
While late-stage-only sampling enhances local texture, fewer
steps in the early stage leave residual noise, causing visible
artifacts. TDS, by ensuring adequate sampling across both
stages, enables realistic texture generation without artifacts.

Non-Uniform Function Selection We evaluated the im-
pact of different non-uniform functions on sampling perfor-
mance, including trigonometric, exponential, and polynomial
functions. As shown in Tab. 4, all three functions outperform
the baseline with a 0.6 - 0.75 QAlign improvement, showing
that non-uniform sampling aligns with high-frequency signal
recovery regardless of the function type. For better controlla-

Metrics Uniform Non-Uniform

Trigonometric Exponential Polynomial

NIQE ↓ 5.80 3.96 4.36 3.99
CLIPIQA ↑ 0.4597 0.6224 0.6033 0.6212
MUSIQ ↑ 65.42 67.42 66.11 67.53
Qalign ↑ 3.62 4.33 4.25 4.35

Table 4: Comparison of non-uniform functions used in TDS. The
detailed function description is in the full version.
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Figure 7: Comparison of SNR for high-frequency components at
different steps counts when using different sampling strategies.

Figure 8: Last 4 steps in PASD’s 7-step denoising process. ”+TDS”
strategies fixes param a and n to their min and Max value.

bility, we select the polynomial function as the final setting.
Effectiveness of Spatial Dynamic Sampling To assess the
necessity of Spatial Dynamic Sampling (SDS), we compare
SUPIR with TDS alone and the full TSS (TDS+SDS) on Re-
alPhoto60. As shown in Tab. 2 (Col. 2 and 3), the inclusion
of SDS brings quantitative metric improvements over TDS
alone. Moreover, Fig. 6 further illustrates this effect. TDS
alone (Col. 3) applies a spatial-unified scheduler, resulting in
less sharp butterfly wings and an insufficiently smooth back-
ground. In contrast, SDS enables spatial-wise adaptive sam-
pling, enhancing both texture-rich and smooth regions.
SDS in the Denoising Process For a more intuitive expla-
nation, we recorded the denoising process of PASD with dif-
ferent sampling strategies in Fig. 8. Excessive inhomogeneity
(Col. 3) adds noise to smooth regions, while insufficient inho-
mogeneity (Cols. 1, 2) fails to generate textures. In contrast,
SDS (Col. 4) adaptively balances inhomogeneity, ensuring
optimal reconstruction of both smooth and textured areas.

5 Conclusion
In this work, we explore key insights in the denoising pro-
cess: high-frequency components require focused optimiza-
tion in early and late iterations, while spatially varying con-
tent necessitates adaptive strategies for effective restoration.
Based on these findings, we propose Time-Spatial-aware
Sampling (TSS), a training-free, content-adaptive sampling
strategy to accelerate diffusion-based image super-resolution.
By leveraging temporal and spatial dependencies in high-
frequency recovery, TSS enhances texture restoration while
significantly reducing computational costs. Compatible with
various diffusion SR frameworks, it achieves state-of-the-art
results with half the steps of recent accelerated methods.
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