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Abstract

In real applications, person re-identification (ReID)
expects to retrieve the target person at any time, in-
cluding both daytime and nighttime, ranging from
short-term to long-term. However, existing RelD
tasks and datasets cannot meet this requirement, as
they are constrained by available time and only pro-
vide training and evaluation for specific scenarios.
Therefore, we investigate a new task called Any-
time Person Re-identification (AT-ReID), which
aims to achieve effective retrieval in multiple sce-
narios based on variations in time. To address
the AT-RelD problem, we collect the first large-
scale dataset, AT-USTC, which contains 135k im-
ages of individuals wearing multiple clothes cap-
tured by RGB and IR cameras. Our data collec-
tion spans over an entire year and 270 volunteers
were photographed on average 29.1 times across
different dates or scenes, 4-15 times more than cur-
rent datasets, providing conditions for follow-up
investigations in AT-RelD. Further, to tackle the
new challenge of multi-scenario retrieval, we pro-
pose a unified model named Uni-AT, which com-
prises a multi-scenario ReID (MS-RelD) frame-
work for scenario-specific features learning, a
Mixture-of-Attribute-Experts (MoAE) module to
alleviate inter-scenario interference, and a Hierar-
chical Dynamic Weighting (HDW) strategy to en-
sure balanced training across all scenarios. Exten-
sive experiments show that our model leads to satis-
factory results and exhibits excellent generalization
to all scenarios.

1 Introduction

Person re-identification (RelD) aims to retrieve specific
pedestrians with given query images. As illustrated in Fig. 1
(a), a robust RelD system is expected to retrieve a person
at any time, including daytime and nighttime, ranging from
short-term to long-term, thereby satisfying the requirements
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Figure 1: (a) Six non-overlapping scenarios based on variations in
time. AT-RelD aims to perform retrieval in all of these scenarios.
(b) Our solution of AT-ReID from the dataset to the model level.

of different surveillance scenarios. This puts more challenges
on the RelD system because the capturing time of the query
image and the target image makes the task more variable.
For instance, if two images are captured during daytime and
nighttime, respectively, they will have different modalities,
and when there is a long time interval between their captur-
ing, the person’s appearance may change due to alterations in
clothing. Consequently, traditional ReID (Tr-ReID) [Zheng
et al., 2015] may not perform effectively.

The researchers acknowledged this challenge and at-
tempted to address these problems separately. They intro-
duced the Cross-Modality ReID (CM-RelID) [Wu et al., 2017]
to address the issue of searching between daytime RGB
images and nighttime infrared (IR) images, and the Cloth-
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Changing ReID (CC-RelID) [Yang et al., 2019] was proposed
to handle long-term retrieval in which pedestrians change
their clothes. However, existing methods designed for these
specific tasks were only able to achieve success in one of them
and incapable of retrieving targets at any time simultaneously.
This situation primarily arises from the absence of a long-
term visible-infrared dataset covering all scenarios in Fig. 1
(a), which should encompass diverse variations in clothing
and modality for each individual. As shown in Fig. 1 (b), the
deficiency in intra-identity diversity of modalities or clothing
in current RelD datasets has led to research gaps, especially in
Nighttime Long-term (NT-LT) and All-day Long-term (AD-
LT) scenarios. Another issue arises from the poor general-
ization of task-specific methods in non-target scenarios. This
is attributed to the differing learning objectives across differ-
ent scenarios. For instance, prior research [Lu et al., 2020;
Qian et al., 2020] has indicated that RGB-specific cues and
clothing information are harmful to the All-day Short-term
(AD-ST, CM-ReID) and Daytime Long-term (DT-LT, CC-
RelD) scenarios, respectively, while they are crucial for the
Daytime Short-term (DT-ST, Tr-RelD) scenario.

To meet the requirements of retrieving persons at any
time, we investigate a new task called Anytime Person Re-
identification (AT-RelID) and propose to focus on its explo-
ration from dataset to model level. We collect the first corre-
sponding large-scale dataset named AT-USTC', which con-
tains 135k images and covers all six scenarios in AT-RelD.
Our data collection spans an entire year, covering both day
and night periods across the seasons of spring, summer, and
winter. We focus on simultaneously providing a greater va-
riety of clothing and more RGB and IR cameras for each
person. Through efforts to expand in terms of capture dates,
time periods, and scene variations, our AT-USTC provides a
broader intra-identity diversity and more comprehensive AT-
RelD cases than previous datasets.

To tackle the new challenge of multi-scenario retrieval in
AT-RelD, we further propose a unified model named Uni-AT
to effectively handle all scenarios. Given that the AT-ReID
encompasses six different scenarios, the information shared
among all scenarios becomes limited, and learning a unified
representation for all scenarios is sub-optimal. Therefore, we
propose a novel Multi-Scenario ReID (MS-RelD) framework
with multiple classification tokens and a scenario-aware iden-
tity loss to facilitate effective learning of specific features
for each scenario. To achieve better discriminative feature
extraction for different scenarios, we improve MS-RelD at
both the model structure and optimization levels. Specifically,
we propose a Mixture-of-Attribute-Experts (MoAE) module,
which builds the expert network and assigns different experts
to address distinct scenarios, thus enabling the model to al-
leviate interference between scenarios. Additionally, we de-
fine the attribute layer as the basic cell shared among experts
with similar scenario attributes, e.g., DT-related attribute lay-
ers are shared among DT-LT and DT-ST experts. With this,
the model can benefit from multiple interrelated scenarios.
And we propose a Hierarchical Dynamic Weighting (HDW)
strategy, that tackles the AT-RelD training from the multi-

"https://github.com/kw66/AT-RelD.

task learning view. It establishes all scenarios into several
tasks and balances the training for different tasks with a loss
weighting scheme. This method considers multiple relevant
tasks when computing weights, implicitly modeling the rela-
tionships between tasks and leading to better optimization of
the overall multi-scenario learning framework.

Our main contributions can be summarized as follows:
e We investigate a new task called AT-RelD, which aims at
enabling retrieval at any time moment and across different
time intervals. We contribute for the first time a large-scale
dataset named AT-USTC to support the study of AT-RelD.
Compared to existing datasets, AT-USTC stands out for its
long data collection period and the inclusion of both RGB and
IR camera footages, meeting the requirement of AT-RelD.
Importantly, our data collection has obtained the consent of
each volunteer.
e We propose a Uni-AT model to effectively handle all sce-
narios of AT-ReID. In Uni-AT, three components, including a
new multi-scenario RelD framework, a Mixture-of-Attribute-
Experts module, and a Hierarchical Dynamic Weighting
training strategy are proposed to tackle the new challenges
of multi-scenario retrieval in AT RelD tasks. Extensive ex-
periments show that our model leads to satisfactory results
and exhibits excellent generalization to all scenarios.

2 Related Work

Person Re-Identification. Traditional RelD (Tr-RelD)
aims to achieve short-term pedestrian retrieval in the RGB
modality. The corresponding datasets [Zheng et al., 2015;
Li et al., 2014; Wei et al., 2018] focused on providing more
identities as well as more camera variations. Some Tr-RelD
methods designed stronger backbone networks [Luo et al.,
2019; Ye et al., 2021; He et al., 2021] or effective RelD
losses [Sun et al., 2020], while others [Sun et al., 2018] ex-
plored the use of part-level features to obtain discriminative
representations of pedestrians.

Visible-infrared cross-modality ReID (CM-RelD) aims to
achieve short-term pedestrian retrieval between the RGB and
the infrared (IR) modalities. The corresponding datasets [Wu
et al., 2017; Nguyen et al., 2017; Zhang and Wang, 2023]
focused on providing more RGB and IR cameras. Some CM-
RelD methods [Feng et al., 2023; Yang et al., 2023a] aimed to
project features from different modalities into the same fea-
ture space, while others [Li et al., 2022; Fang et al., 2023]
aimed to learn cross-modality relationships.

Cloth-changing ReID (CC-RelD) aims to achieve long-
term pedestrian retrieval in the RGB modality. The cor-
responding datasets [Yang et al., 2019; Qian et al., 2020;
Xu and Zhu, 2023] focused on providing clothing variations
for each person. Some CC-ReID methods [Chen er al., 2021;
Liu et al., 2023] introduced additional data such as contour,
key points, human parsing, and 3D shape for model training,
while others [Gu et al., 2022; Li et al., 2023] utilized RGB
images only to learn robust clothing-irrelevant feature.

The aforementioned tasks and datasets can only cover a
portion of the AT-RelD scenarios. In addition, some unified
methods [Chen et al., 2023; Tang et al., 2023; Li et al., 2024]
focus on multiple tasks, such as text/sketch-to-RGB RelD,
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clothes template-based RelD, and occlusion RelD, as well as
human-centric tasks like human parsing and pose estimation.
Our research is distinct from previous methods as it is the first
to focus on the availability of ReID at any time and proposes
a relevant dataset and method to bridge the gap between ex-
isting research and AT-RelD.

Multi-Task Learning. Multi-task learning (MTL) refers to
building a model that can handle multiple distinct tasks.By
sharing parameters between tasks, MTL methods achieve ef-
ficient memory and data utilization and expect to derive ben-
efits from multiple related tasks. In AT-RelD, various input
modalities and learning objectives are present in different sce-
narios. Retrieval in each scenario can be considered an indi-
vidual RelD task, and it is promising that employing MTL
methods can improve the overall efficacy of the model across
all scenarios.

Some MTL methods focused on network architecture [Ma
et al., 2019; Wang et al., 2023] to achieve more effective pa-
rameter sharing. Recently, some effective approaches [Ma et
al., 2018; Tang et al., 2020; Bao et al., 2022] are to utilize
the Mixture-of-Experts (MoE) [Jacobs et al., 1991] model
that employs multiple expert sub-networks to tackle multi-
task learning. Compared to these MoE methods, our MoAE
constructs scenario experts in a more flexible sharing manner,
making the model benefit from multiple interrelated scenar-
i0s. Other methods focused on MTL optimization, such as
manipulating gradient [Liu ez al., 2021] and adjusting the loss
weight by task difficulty, training speed, and priority [Guo et
al., 2018]. Our HDW method groups tasks based on their
attributes and applies hierarchical dynamic weighting to the
loss of each task, achieving a more effective task balance.

3 AT-USTC Dataset

Dataset Description. AT-USTC is the first AT-ReID bench-
mark that includes 135,465 (69,791 RGB and 65,674 IR) im-
ages of 270 identities and 710 sets of different clothing cap-
tured by 16 cameras. We deployed 8 RGB and 8 IR cameras
across 16 non-overlapping locations, comprising 5 indoor and
11 outdoor scenes. We filmed videos on 13 dates and 26 dif-
ferent time periods during spring, summer, and winter, with
temperatures ranging from -3°C to 33°C to cover a wider
range of clothing types. Each individual in our training set
has 2-14 outfits with an average of 3.6, which facilitates re-
trieval in long-term scenarios. Due to the variations in both
modality and clothing in AT-USTC, the process of capturing
and annotating the data is more time-consuming compared to
other datasets. We made considerable effort to provide anno-
tations, including labels for person, camera, and clothing.

Dataset Advantages. As shown in Fig. 2 (a), our AT-
USTC captured images in various scenarios, including day-
time, nighttime, indoor, outdoor, and cross-season intervals,
providing comprehensive variations of modality, clothing,
camera, and scene. In contrast, the three Tr-RelD datasets,
Market1501, CUHKO03, and MSMT17 do not include cloth-
ing changes and IR cameras; the three CM-RelD datasets,
RegDB, SYSU-MMO1, and LLCM do not consider cloth-
ing changes; the three CC-RelD datasets, PRCC, LTCC, and
DeepChange do not include IR cameras.
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Figure 2: Statistics of our AT-USTC and several popular RelD
datasets. Synthetic datasets, datasets from movies [Shu er al., 2021],
and the internet [Y1ldiz and Kasim, 2024] are not within the scope
of comparison.

As shown in Fig. 2 (b), we provide rich camera varia-
tions for each person during day and night, facilitating cross-
camera and cross-modality retrieval. On average, each person
of AT-USTC appears in 5.7 RGB and 5.3 IR cameras, totaling
11 cameras, which is significantly higher than other datasets.

As illustrated in Fig. 2 (c) and Fig. 3, each person in AT-
USTC has been photographed 29.1 times on average, which
is 9/ 6/ 6 times more than large-scale CM-RelD / CC-RelD
/ Tr-RelD dataset, LLCM / DeepChange / MSMT17. There-
fore, this results in significantly higher intra-identity diver-
sity and visual variations of our AT-USTC dataset. Compared
with existing datasets, our AT-USTC exhibits day and night
photography, diverse cameras, and captures across multiple
seasons, enabling it to encompass all scenarios of AT-RelD.

As shown in Fig. 2 (d), the scale of our AT-USTC exceeds
that of most other datasets, owing to the higher intra-identity
diversity exhibited by each individual in the dataset.

Data Split. We have a fixed split of the dataset into training
and testing sets. The training set consists of 135 people with
109,183 images, and the testing set consists of another 135
people with 26,510 images. We partitioned 20% images from
the training set for validation purposes. Existing datasets pri-
marily evaluate a single scenario, while we construct separate
gallery sets and query sets for all six scenarios covered by AT-
RelD to explore anytime retrieval.

4 Method

Overview. Anytime ReID (AT-RelD) aims to perform re-
trieval in multiple scenarios, including daytime short-term
(DT-ST), daytime long-term (DT-LT), all-day short-term
(AD-ST), all-day long-term (AD-LT), nighttime short-term
(NT-ST), and nighttime long-term (NT-LT) scenarios.
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Figure 3: Each person in AT-USTC has been photographed 29.1
times on average, resulting in higher intra-identity diversity. Images
of each dataset all belong to the same individual.

The pipeline of our proposed Unified AT-ReID model
(Uni-AT) is shown in Fig. 4. The image is fed into a Multi-
Scenario RelD (MS-RelD) framework to extract several types
of scenario features for accurate retrieval in all covered sce-
narios of AT-RelD. To treat each scenario optimally, we fur-
ther propose a Mixture-of-Attribute-Experts (MoAE) mod-
ule to effectively capture scenario-specific clues and miti-
gate inter-scenario interference. To balance feature learning
in different scenarios, we proposed a Hierarchical Dynamic
Weighting (HDW) scheme to train the whole model more ef-
fectively in an end-to-end way.

4.1 Multi-Scenario RelD

Model Architecture. The proposed Multi-Scenario RelD
(MS-RelD) framework is designed to extract multiple
scenario-specific features more effectively. We choose Vision
Transformer (ViT) [Dosovitskiy et al., 2020] as our back-
bone. The input image z; is split into patches and mapped
to patch tokens. Then we establish 6 CLS tokens ¢; to extract
image features and assign each one with a corresponding sce-
nario s. These CLS tokens serve as information gatherers,
collecting different scenario-specific knowledge from patch
tokens by stacked self-attention modules.

Note that the main principle of our MS-RelD is to extract
different features for different scenarios separately rather than
use a single unified representation for all scenarios because
the latter sacrifices specific clues in each scenario. The main
concern is based on a prior that scenario-specific informa-
tion can lead to optimal results under specific cases. For
example, color information is suitable for daytime retrieval
and clothes cues are discriminative for short-term situations.
Moreover, AT-RelD is a scenario-determinable task, as the
practical ReID involves retrieving between the query image
and the gallery images in the video surveillance, and the
shooting timestamps can be easily accessed. When faced with
an uncertain scenario, the default is set to all-day/long-term
to account for potential modality variations/clothing changes.
Thus, our framework is adaptable and capable of offering
more precise solutions for determined scenarios.

Scenario-aware identity loss. The common identity loss
provides undifferentiated supervision for all scenarios, which
can only learn the shared information across all scenarios but
cannot capture scenario-specific cues. Therefore, we propose
a scenario-aware identity loss £7; for our MS-RelD frame-
work to supervise feature learning for each covered scenario,
where different scenarios have non-shared classifiers, distinct
negative category sets, and different modality filtering mech-
anisms. L3, is derived as follow:

ia(t]) = —log(pi 4¢)s (1)

where p7 . is the classification probability for scenario s.

i 44 is derived as follow:

exp(of,gt)
eXp(Of,gt) + ZjeNs eXP(Of,j)7

where o is classification logit generated from the scenario
CLS token ¢ and N is the negative category set for the
scenarios s. We employ distinct N for ST-related and LT-
related scenarios. Specifically, for ST cases, we treat differ-
ent clothes as different categories in classification to guide
the model to attend to fine-grained discriminative informa-
tion about clothes. However, we do not expect the model to
classify the same person’s images with different clothes into
different categories because they share consistent semantic
body information. To achieve this goal, we set N of ST cases
as the clothes ID set while each clothes in this set has differ-
ent owners with the ground-truth clothes. For the LT cases,
we follow the traditional RelD setting to define the category
space as the set of person IDs. So N of LT cases are different
ID persons directly. In addition to distinguishing between ST
and LT scenarios, scenario-aware identity loss also includes
a modality filtering mechanism. For RGB images, we super-
vise the DT-ST, DT-LT, AD-ST, and AD-LT tokens of their
potential scenarios while neglecting the NT-related ones that
are not available to RGB images. Similarly, for IR images,
we ignore their DT-related tokens.

Our MS-RelD can fit the goal of each scenario separately,
facilitating multi-scenario learning on a dataset with modality
and clothing variations.

)
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4.2 Mixture-of-Attribute-Experts

In our MS RelD framework, CLS tokens are supervised
by distinct identity loss, aiming to extract corresponding
scenario-specific features. However, similar to the case of
multi-task learning [Meyerson and Miikkulainen, 20171, the
parameter-shared ViT feature extraction network may result
in potential gradient conflicts. For instance, the all-day sce-
nario focuses solely on modality-shared information while
the daytime scenario needs to also consider RGB-specific in-
formation, leading to mutual interference in feature learning
between scenarios.

To tackle this problem, inspired by Mixture-of-Experts
(MoE) methods [Jacobs et al., 1991; Ma et al., 2018], we
propose a novel Mixture-of-Attribute-Experts (MoAE) mod-
ule. As depicted in Fig. 4, the MoAE module is added parallel
with the feed-forward network (FFN) in the transformer lay-
ers. In each transformer layer, patch tokens are fed into the
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Figure 4: The pipeline of our Uni-AT. The DT, NT, AD, ST, and LT denote daytime, nighttime, all-day, short-term, and long-term cases, re-
spectively. With a Multi-Scenario RelD framework, a Mixture-of-Attribute-Experts module, and a Hierarchical Dynamic Weighting scheme,
Uni-AT enhances the learning of diverse scenario-specific features and improves model generalization.

original FFN, while the CLS tokens are fed into the MoAE
module. We establish MoAE with 6n experts and assign dif-
ferent experts to address distinct scenarios. For each scenario
s, there are n specific experts {E7}}_;, where E; repre-
sents a single-layer FFN comprising two linear layers and
a gelu [Hendrycks and Gimpel, 2016] activation function.
Given an input CLS token ¢{ € R? corresponding to the sce-
nario s, the MoAE selects and combines experts through a
gating network, producing the output y € R%. More pre-
cisely, y is the weighted sum of the outputs from the n ex-

perts:
y=>  _ G (L);E;®), (3)

where G*(t{) € R™ is the weight of n experts, calculated by
a gating network:

G*(t;) = topy(softmax(W, - t7)), 4)

where, W7 € R"™ 4 is the trainable weights for scenario s in
gate decision, and the topy(-) operator sets all values to ze-
ros except the top-k largest values. Except for the selected &
experts, others do not need to be computed for saving compu-
tation. With this module, different inputs can utilize experts
in distinct ways and capture scenario-specific clues.

Additionally, we note the existence of potential relation-
ships among various scenarios. For example, DT-ST and
DT-LT scenarios both have the “DT” attribute, indicating that
they require the model to extract RGB-specific features. To
introduce this knowledge and establish relationships across
scenarios, we construct five types of attribute layers as the
basic cells shared among experts with similar scenario at-
tributes. Among these, “DT”, “AD”, and “NT” attribute
layers belong to the category of Time-Moment (TM), while
“ST”, and “LT” attribute layers belong to the category of
Time-Interval (TT). In practice, attribute layers are linear lay-
ers and we derive the experts by combining one TM attribute
layer and one TI attribute layer as follows:

E*() = ar(gelu(az(-))), (5)

where a; and ay are the attribute layers associated with
scenario s. In summary, our attribute layers are shared
across different scenarios, which can serve as prior knowl-
edge for the relationships between scenarios. Compared to
other MoE methods [Ma et al., 2018; Tang et al., 2020;
Bao et al., 2022], our MoAE is more flexible and effective for
expert construction, which lets the model benefit from multi-
ple interrelated scenarios.

4.3 Hierarchical Dynamic Weighting

In our MS-RelD framework, we utilize scenario-aware iden-
tity loss to supervise each scenario, which can be considered
as multi-task learning. Through joint learning across multiple
tasks, we aim to increase the model’s generalization ability
in various scenarios. However, different tasks have different
levels of difficulty and learning curves. Simply summing all
losses with fixed weights to optimize the overall framework
may not provide adequate training for some tasks, leading to
limited robustness.

To achieve a balanced optimization across all tasks, we
propose a Hierarchical Dynamic Weighting (HDW) scheme.
The idea of HDW is that, when some tasks retrieve corre-
sponding images with low predicted confidence, they should
contribute more to the final loss, and vice versa. The HDW
can be exported as follows:

['total = Zses w® - ﬁfd7 (6)

where w? is the weight of the scenario s. Additionally, we ob-
serve that the learning of different tasks is interrelated rather
than independent. For instance, the retrieval task in DT-ST
scenarios requires RGB-specific features and clothing fea-
tures. The former can be learned from two DT-related tasks,
while the latter can be learned from three ST-related tasks.
Therefore, the weight adjustment for these tasks should also
adhere to this principle. To achieve this, w?* is calculated by
two terms and derived as follows:

W= Wiy, - W (7
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Inspired by the Focal Loss [Lin et al., 20171, w;,,, and wg; can
be computed as follows:

where « is the hyper-parameter, p;,, and pj; corresponding
time moment and time interval confidences for scenario s, re-
spectively. For example, if s is the DT-LT scenario, pj,, is the
confidence of the DT situation while py; is the LT case confi-
dence. We compute the confidence by averaging the ground
truth classification probabilities of CLS tokens from scenar-
ios s’ in each training batch:

Pim = mean(exp(—=Liy(t7 ), Sim = Stm, ©
pi; = mean(exp(=Liy(t))), st = sui
where scenarios s’ carry the same time moment/time interval
attribute as target scenario s.

Different from traditional multi-task learning strate-
gies [Guo et al., 2018] assuming each task is independent of
the other, our joint weighting method considers multiple rel-
evant tasks when computing weights, implicitly modeling the
relationships between tasks and leading to better optimization
of the overall multi-task learning framework.

S Experiments

Datasets. We primarily conducted experiments on the pro-
posed AT-USTC dataset due to the lack of support for
multi-scenario training and evaluation of AT-RelD in exist-
ing datasets. To further evaluate our AT-USTC dataset and
Uni-AT method, we utilized several popular ReID datasets
for cross-domain generalization experiments.

Evaluation Protocols. The Rank-k matching accuracy and
mean average precision (mAP) are adopted as evaluation met-
rics. For AT-USTC, we conducted separate tests in six differ-
ent scenarios, including DT-ST, DT-LT, NT-ST, NT-LT, AD-
ST, and AD-LT. The average performance of six scenarios is
referred to as Any-Time, which evaluates the model’s ability
to retrieve at any given time. For other datasets, we adhered
to the evaluation settings of their original papers.

Implementation Details. We use a ViT-Base model with
patch size 16 and step size 16 as our backbone. Following ex-
isting work [Luo er al., 2019], we introduce the BNNeck be-
fore the classifier. All person images are resized to 256 x 128
and are augmented with random horizontal flipping, padding,
random cropping, and random erasing [Zhong et al., 2020]
in training. The batch size is set to 64 with 8 identities. The
whole model is trained for 120 epochs (24K iterations) with
the SGD optimizer. The learning rate is initialized as 0.008
with the warm-up scheme and cosine learning rate decay. The
hyper-parameter k£ and +y are both set to 1.

5.1 Generalization Evaluation of AT-USTC

One of our main contributions is collecting the AT-USTC
dataset, which exhibits higher intra-identity diversity com-
pared to existing ReID datasets. To evaluate the quality
of our dataset, we conducted domain generalization experi-
ments, comparing it with three large-scale datasets, includ-
ing MSMT17, DeepChange, and LLCM. For a fair compari-
son at the dataset level, we trained the same ResNet50 model

Test | Market CUHK SYSU-
Train 1501 03 MMO1 PRCC LTCC | AVG
MSMT17 52.1 10.6 32 282 176 | 223
DeepChange | 50.6 4.1 2.4 30.1 12.0 | 19.8
LLCM 39.3 3.7 6.5 266 102 | 173
AT-USTC 52.7 19.1 26.2 381 232 | 319

Table 1: Cross-domain generalization experiments in different
datasets. Rank-1 accuracy (%) is reported.

Method Experts Params Time | Rank-1 mAP
MS-RelID - 1.0x 1.0x| 50.1 36.7
6 49x 1.2x| 51.1 37.1
12 88x 1.5x| 51.8 37.8
7 5.6x 12x| 51.6 379
12 88x 13x| 52.0 383
+VLMo [Bao et al., 2022] 3 3.0x 1.Ix| 519 379
6 2.6x l.Ax| 525 384
12 42x  1.2x| 532 38.7

Table 2: Comparison with other MoE methods on AT-USTC.

+MMOE [Ma et al., 2018]

+PLE [Tang et al., 2020]

+MOAE (ours)

for all datasets instead of our proposed model. As shown
in Tab. 1, the model trained on AT-USTC achieved the best
cross-dataset performance, surpassing the model trained on
MSMT17 by an average of 9.6% in Rank-1 accuracy. This
shows that AT-USTC has excellent scalability and can effec-
tively support research on the AT-RelD task.

5.2 Comparison with MoE Methods

As shown in Tab. 2, we compare our MoAE module with
other MoE methods under Any-Time testing on the AT-USTC
dataset. For a fair comparison, all MoE modules are added to
our MS-RelD framework in the same manner. The difference
among these methods lies in the sharing of experts. MMoE
constructs experts shared across all scenarios, while PLE ex-
plicitly separates the experts into scenario-specific ones and
those shared across all scenarios. VLMo was originally de-
signed to process visual and language modalities. Here, we
apply its principles to handle the RGB and IR modalities in
the RelD task, establishing three experts for the RGB, IR, and
cross-modality data.

From the experimental results, it can be summarized that
our MoAE consistently outperforms other methods when the
number of experts or parameters is comparable. This is
because our MoAE introduces scenario priors and enables
fine-grained expert sharing, whereas other methods can only
coarsely share experts across scenarios.

Furthermore, our training or inference speed is only 1.2
times that of the non-expert model when using 12 experts be-
cause we only select the top-% (k=1) experts for computation.
Through parameter sharing with our attribute layers, MoAE
not only effectively extracts scenario-specific features to en-
hance performance but also exhibits greater parameter and
time efficiency than other MoE methods.

5.3 Ablation Analysis

As shown in Tab. 3, we conduct ablation studies to evaluate
each component of our method. In the 1-st row, we estab-
lish an MS-RelD baseline using the standard identity loss for
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Method AT-USTC Dataset Cross-domain Generalization

L:, MoAE HDW Any-Time | DT-ST DT-LT NT-ST NT-LT AD-ST | AD-LT | Market SYSU LTCC
! R1/mAP | R1/mAP | R1/mAP | R1/mAP | R1/mAP | RI/mAP | R1/mAP | R1/mAP | R1/mAP | R1/mAP
X X X | 48.8/34.1 [ 91.8/78.2 | 27.8/17.9 | 71.3/42.3 | 41.3/26.4 | 35.3/22.6 | 25.0/17.2 | 62.7/36.0 | 19.6/20.1 | 24.3/13.9
v X X | 50.1/36.7 | 94.9/84.2 | 26.2/17.4 | 74.3/47.2 | 40.2/27.3 | 39.3/26.0 | 25.9/18.3 | 65.7/40.5 | 24.5/24.6 | 26.5/14.1
v v X | 53.2/38.7 | 95.6/85.5 | 30.0/19.1 | 77.6/49.4 | 43.9/28.3 | 43.7/30.7 | 27.5/19.1 | 66.8/42.3 | 25.5/25.6 | 30.3/15.1
v X v\ | 52.1/38.7 | 95.8/86.8 | 28.6/18.3 | 76.8/49.7 | 40.5/27.3 | 44.8/31.0 | 26.1/19.0 | 70.6/45.5 | 27.5/27.7 | 28.8/15.3
v v v\ | 54.4/40.0 | 96.7/87.5 | 31.4/21.0 | 79.0/50.2 | 43.1/28.7 | 47.2/32.9 | 29.2/19.5 | 71.5/46.1 | 28.4/28.1 | 31.0/16.0

Table 3: Ablation study about each component. Rank-1 (R1) and mAP accuracy (%) are reported.
Any-Time DT-ST DT-LT NT-ST NT-LT AD-ST AD-LT
Task Method

Rl mAP| Rl mAP| Rl mAP| Rl mAP| Rl mAP| Rl mAP| Rl mAP

.2 | PCB [Sun et al., 2018] 46.7 314|919 745|254 16.8 | 688 405 (352 188 (357 223 (233 156

& & | TransReID [He et al.,2021] | 50.8 355 | 94.1 81.2 | 289 189 |72.8 42.0 |40.7 26.3 |39.5 26.0 | 28.8 185

) 8 | CAL [Gu et al., 2022] 51.6 36.0 | 933 79.7 |30.2 205|755 45.1 |40.0 25.1 |43.0 282|273 17.1

O | AIM [Yang et al., 2023b] 51.0 354 1929 78.0 [ 294 203|746 444 1402 248 |415 274 275 176

LA AGW [Ye et al., 2021] 48.8 323 |91.8 725|279 17.7 | 73.1 43.1 [373 215 [382 24.0 (244 147

% E CIFT' [Li ez al., 2022] 51.8 36.1 | 924 793 [29.7 200 | 740 439 |41.1 256 | 455 30.6 [ 283 174

SAAI' [Fang et al., 2023] 523 36.8 |94.0 821 [293 19.2 |74.8 450 | 415 258 |459 30.8 |285 17.6

e 2 | baseline 48.8 344 (91.8 80.0 |27.8 179 |71.3 423 | 413 264 |353 226|250 172

<& | Uni-AT (Ours) 544 40.0 | 96.7 87.5 | 314 21.0 |79.0 50.2 |43.1 28.7 |47.2 329 |292 195

Table 4: Comparison with the state-of-the-arts on the AT-USTC dataset. For these methods, we searched for hyper-parameter values suitable
for AT-USTC to achieve better performance. " implies that no sample relationship from the gallery is used.

six CLS tokens, which provides undifferentiated supervision
for all scenarios, failing to take advantage of our MS-RelD
framework. In the 2-nd row, we use scenario-aware identity
loss L, to facilitate the effective knowledge acquisition from
each scenario, leading to improvements of 1.3% and 2.6%
in Rank-1 and mAP accuracy on Any-Time testing. How-
ever, this approach tacks each scenario independently with-
out considering their relationships, limiting efficient collabo-
rative optimization across multiple scenarios.

To address this issue, we further introduce the MoAE and
HDW components displayed in the 3-rd and 4-th rows. The
integration of MoAE results in notable improvements of 3.1%
and 2.0% in Rank-1 and mAP accuracy. The MoAE module
introduces an expert mechanism to guide the model in captur-
ing discriminative scenario-specific cues, effectively improv-
ing feature learning across relevant scenarios. Furthermore,
the incorporation of the HDW scheme improves Rank-1 and
mAP accuracy by 2.0% and 2.0%. This scheme facilitates
balanced learning of specific features across various scenar-
ios in an end-to-end manner. Ultimately, as shown in the 5-th
row, combined of all components leads to remarkable perfor-
mance enhancements of 5.6% and 5.9% in Rank-1 and mAP
accuracy on Any-Time testing, and 8.8% / 8.8% / 6.7% and
9.9% [ 8.0% / 2.1% improvements in Rank-1 and mAP ac-
curacy for cross-dataset testing on the Market1501 / SYSU-
MMO1 / LTCC dataset. This demonstrates the complemen-
tary of the proposed L;;, MoAE, and HDW, making the entire
MS-RelD framework more effective.

5.4 Comparison with ReID Methods

As shown in Tab. 4, we compare our method with the SO-
TAs of Tr-RelD, CC-RelD, and CM-RelD tasks. Our method

achieves the highest performance, surpassing the second-best
method SAAI by 5.4%, 1.8%, 5.2%, 2.9%, 2.1%, and 1.9%
in mAP accuracy on the six AT-RelD scenarios. This demon-
strates that existing methods designed for a target scenario are
inadequate for addressing the challenges of the multi-scenario
AT-RelD. These methods learn a unified representation for all
scenarios and assign all images of a person to a single cate-
gory regardless of modality or clothing. Consequently, they
focus solely on shared features across six scenarios while ne-
glecting specific cues, resulting in poor generalization in non-
target scenarios and diminished retrieval performance in tar-
get scenarios. Our Uni-AT approach employs a novel multi-
scenario learning framework to capture specific features of
different scenarios and facilitate mutual enhancement among
scenarios, which exhibits notable advantages compared to the
baseline and other RelD methods.

6 Conclusion

In this paper, we investigate a new RelD task, Anytime RelD
(AT-ReID), and introduce the first corresponding dataset
named AT-USTC to support its research. Compared to ex-
isting datasets, AT-USTC is characterized by its extensive
intra-identity diversity in clothing, modality, and camera, ef-
fectively fulfilling the crucial requirements of AT-RelD. We
analyze this new challenge task and propose a Unified AT-
RelID model to handle the multi-scenario AT-RelID through a
single model. By improving model architecture and optimiza-
tion, we achieve accurate retrieval results across multiple sce-
narios. The proposed methods and datasets may inspire the
following RelD methods towards real application.
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