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Abstract

With the rapid development of recommendation
models and device computing power, device-based
recommendation has become an important re-
search area due to its better real-time performance
and privacy protection. Previously, Transformer-
based sequential recommendation models have
been widely applied in this field because they
outperform Recurrent Neural Network (RNN)-
based recommendation models in terms of per-
formance. However, as the length of interac-
tion sequences increases, Transformer-based mod-
els introduce significantly more space and compu-
tational overhead compared to RNN-based mod-
els, posing challenges for device-based recommen-
dation. To balance real-time performance and
high performance on devices, we propose Device-
Cloud Collaborative Correction Framework for On-
Device Recommendation (CoCorrRec). CoCor-
rRec uses a self-correction network (SCN) to cor-
rect parameters with extremely low time cost. By
updating model parameters during testing based
on the input token, it achieves performance com-
parable to current optimal but more complex
Transformer-based models. Furthermore, to pre-
vent SCN from overfitting, we design a global cor-
rection network (GCN) that processes hidden states
uploaded from devices and provides a global cor-
rection solution. Extensive experiments on multi-
ple datasets show that CoCorrRec outperforms ex-
isting Transformer-based and RNN-based device
recommendation models in terms of performance,
with fewer parameters and lower FLOPs, thereby
achieving a balance between real-time performance
and high efficiency. Code is available at https:
/lgithub.com/Yuzt-zju/CoCorrRec.

1 Introduction

With the rapid development of recommendation models and
device computing power, deploying recommendation mod-
els on devices has become feasible. Recommendation on
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Figure 1: Parameter space variation in traditional gradient descent
and mini-batch gradient descent. The size of the circle represents
the size of the parameter search space.

devices, being closer to the data source compared to cloud-
based recommendation, demonstrates better real-time perfor-
mance and privacy. Additionally, device-based recommenda-
tion helps alleviate the computational pressure on the cloud,
making it an important area of research [Gong et al., 2020;
Lv et al., 2024]. Device-based recommendation is gen-
erally responsible for reranking the candidate list provided
by the cloud model based on the user’s real-time behav-
ior sequence [Yao et al., 2021; Lv et al., 2025]. There-
fore, device-based recommendation models are mainly tem-
poral recommendation models. The mainstream device-
based recommendation models are divided into Transformer-
based temporal recommendation models [Lai et al., 2023;
Petrov and Macdonald, 2022; Kang and McAuley, 2018]
and Recurrent Neural Network (RNN)-based temporal rec-
ommendation models [Hidasi et al., 2016; Lin et al., 2018;
Niu and Zhang, 2017].

Previously, Transformer-based models [Kang and
McAuley, 2018; Sun et al., 2019; Liu et al., 2024] were
widely applied in this field due to their superior performance
compared to RNN-based recommendation models [Hidasi
et al., 2016]. The strong performance of Transformer-based
models primarily stems from their ability to better retain early
user behavior information when handling long sequences. In
contrast, RNN-based models tend to gradually forget early
user behavior information as the sequence length increases.
However, the memory advantages of Transformer-based
models come at a significant time and space cost. Specifi-
cally, assuming the length of the user behavior sequence is
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N and the tensor dimension is d, ignoring the number of
network layers, the time complexity and space complexity
of Transformer-based models are O(N? - d) and O(N - d),
while for RNN-based models, they are O(N - d) and O(d),
respectively. Therefore, existing device recommendation
models struggle to balance both real-time performance
and high performance when handling long user behavior
sequences.

To address the aforementioned challenges, we designed
Device-Cloud Collaborative Correction Framework for On-
Device Recommendation (CoCorrRec), which consists of
two modules: the Self-Correction Network (SCN) and the
Global Correction Network (GCN). After pretraining based
on historical user behavior data, SCN and GCN are deployed
on the device and the cloud, respectively. The goal of SCN
is to retain the linear computational cost and fixed memory
overhead of RNN-based models while improving their per-
formance. To address the long-sequence forgetting issue in
RNN-based models, we draw inspiration from test-time train-
ing and large language models, using self-supervised learning
to dynamically update model parameters and create a hid-
den state model, enhancing the model’s ability to remem-
ber long-sequence information [Sun ef al., 2024]. Consid-
ering real-time performance, SCN employs a mini-batch ac-
celeration strategy to achieve parallel computation, enabling
rapid and efficient updates to the device model. Furthermore,
we analyze the potential shortcomings of SCN: (1) SCN up-
dates model parameters during the testing phase, which is key
to reviving RNN-based models for device recommendations.
However, the data distribution on the device is only a biased
subset of the global distribution, which negatively impacts
the model’s generalization ability while enhancing its person-
alization. (2) The mini-batch acceleration strategy used by
SCN processes multiple user behaviors simultaneously with
shared hidden states. While this improves efficiency, it also
reduces the effective search space (as shown in Figure 1),
limiting the model’s ability to capture subtle patterns in user
behavior. To address these limitations, we designed GCN,
which receives the hidden state from the device’s SCN, pro-
cessed from the real-time user click sequences. GCN then
performs device model parameter correction from a global
perspective based on this hidden state. Since GCN uncov-
ers similar user behaviors and trains using historical behavior
data from numerous users, it exhibits significantly stronger
generalization capabilities than the device model. As a re-
sult, CoCorrRec combines device-level personalization with
cloud-level generalization, balancing real-time performance
and high efficiency in device-based recommendations. Note
that although GCN is designed to enhance SCN and can ef-
fectively improve performance, CoCorrRec does not rely on
GCN. The device-based recommendation component of Co-
CorrRec, even when used on its own, can still achieve excel-
lent performance. Extensive experiments on multiple datasets
demonstrate that CoCorrRec outperforms existing device rec-
ommendation models, such as Transformer-based and RNN-
based models, achieving performance improvements ranging
from 0.06% to 4.56% across various metrics compared to
the best-performing baseline models. Notably, CoCorrRec
accomplishes these gains with fewer parameters and lower

FLOPs, highlighting its ability to deliver superior recom-
mendation accuracy while maintaining efficiency in terms of
model size and computational cost.

The main contributions are summarized as follows:

* We introduce CoCorrRec, a novel recommendation
system that integrates device-level personalization and
cloud-level generalization to balance real-time perfor-
mance and efficiency in device-based recommendations.

We design SCN, which utilizes self-supervised learn-
ing and mini-batch acceleration to improve the ability
of RNN-based models to handle long user behavior se-
quences while keeping computational cost and memory
overhead low.

We develop GCN, which corrects device model param-
eters using global user behavior patterns from the cloud,
enhancing the model’s generalization ability and overall
performance.

We conduct extensive experiments on multiple datasets,
showing that CoCorrRec outperforms existing device
recommendation models, such as Transformer-based
and RNN-based models, with fewer parameters and
lower computational overhead.

2 Related Work

Sequential Recommendation. Sequential recommendation
models have traditionally relied on the Markov Chain as-
sumption, where current interactions depend solely on the
most recent interaction or a few preceding ones [Rendle et
al., 2010]. While these models are straightforward and ef-
fective, they fail to capture long-term sequential dependen-
cies. To address this limitation, various neural networks, such
as Recurrent Neural Networks (RNNs) [Hidasi et al., 2016;
Lin et al., 2018; Niu and Zhang, 2017], Convolutional Neu-
ral Networks (CNNs) [Tang and Wang, 2018], Attention
networks [Lai et al., 2023; Petrov and Macdonald, 2022;
Li et al., 2023; Su et al., 2023a; Su et al., 2023b] , Graph
Neural Networks (GNNs) [Peng et al., 2023; Liu et al., 2023],
and Multi-Layer Perceptrons (MLPs) [Long et al., 2024a;
Zhou et al., 2022], have been employed to better utilize se-
quential information. More recently, advanced techniques
such as contrastive learning and diffusion models [Wang et
al., 2023b] have also been applied to sequential recommen-
dation tasks.

Device-Cloud Recommendation. Device-cloud collabora-
tion is an emerging approach in recommendation systems
that combines the personalization capabilities of device-side
models with the generalization power of cloud-based mod-
els [Yan et al., 2022; Long et al., 2024b; Qian ef al., 2022;
Fu et al., 2025; Fu et al., 2024]. This approach addresses
challenges inherent in traditional recommendation methods,
such as user-oriented bias/fairness issues [Li et al., 2021], as
well as privacy concerns [Muhammad et al., 2020]. Early
efforts, including DCCL [Yao et al., 2021] and MetaCon-
troller [Yao et al., 2022], developed collaborative frameworks
where device-side models focused on personalization[Zhang
et al., 2020] while cloud-side models provided global knowl-
edge [Lv et al., 2023; Lv et al., 2024]. When the TTT model
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is deployed on a device, updating parameters during recom-
mendations for a specific user resembles single-user fine-
tuning, which may compromise the model’s general knowl-
edge. To mitigate this, the cloud-based network can provides
similar user information to the specific model and perform
parameter fusion[Li er al., 2024], compensating for the loss
of generalization.

Test-Time Training. Test-Time Training (TTT) refers to a
strategy where each test instance defines a unique learning
problem, targeting its own generalization [Sun et al., 2020].
As test instances lack labels, the learning problem must be
framed using a self-supervised task. An early implementa-
tion of this concept, known as local learning, involves train-
ing on the neighbors of each test input before making pre-
dictions. This approach has been successfully applied across
models [Hardt and Sun, 2023; Zhan et al., 2025]. Previous
research demonstrates that TTT with reconstruction notably
enhances performance, particularly for outliers [Gandelsman
et al., 2022]. These improvements are even more pronounced
when applied to video frames in a streaming context [Wang
et al., 2023al, where TTT operates autoregressively.

3 Preliminary

3.1 Overview of Test-Time Training

With the observation that self-supervised learning can com-
press a massive training set into the weights of a model such
as LLMs, TTT layer represents a novel category of sequence
modeling layers, where the hidden state is a model, and
the update rule is defined as a step in self-supervised learn-
ing [Sun et al., 2024]. Two primary instantiations of this class
are TTT-Linear and TTT-MLP, in which the hidden state cor-
responds to a linear model and a two-layer MLP, respectively.
In this work, we select TTT-Linear as the core component of
the TTT Block.

For self-supervised learning in TTT layer, three low-
rank projection learnable matrix 0, 0y, 8¢ are introduced.
Specifically, when processing a sequence z1,...,2t, 0k applies
corruption to xy, 0y extracts critical information for recon-
struction and 6 ensures that x; remains aligned with the in-
put dimensionality of f. The update rule for W is a gradient
descent step:

Wi =Wi1 = nVI(Wi_1;2) (D
where the self-supervised loss function [ is:
(W:iae) = || f(Oxze W) = Oyae|? @

The output token, z;, is predicted for x; using f with the
updated weights W;:

2zt = f(Ogxy; Wy) (3)

3.2 Mini-batch Strategy

In naive TTT, each update of W; depends on the previous
step W;_1, which inhibits efficient parallel computation. The
general gradient descent method can be expressed as:

t
Wt = Wt—l — T]VZ(Wt_l;It) = Wo — HZVZ(W9_17$§)
s=1
)

To address this limitation, mini-batch gradient descent is em-
ployed. Let the TTT mini-batch size be b. W can be com-
puted in parallel as follows:

t
Wy =Wy—n Y VIWpiz,) t'+1<t<t'+b (5)
s=t'+1

where t’ = t— mod (¢,b) is the last timestep of the previ-
ous mini-batch (or O for the first mini-batch). This approach
enables parallel computation of b gradient updates at a time.

3.3 Dual Form

To fully harness the matrix computing capabilities of the
GPU, the calculation process for TTT has been optimized.
Consider the simplest case of [, where 0 = 0y = 0 = 1,
and focus on the first TTT mini-batch of size b. Additionally,
assume that f is a linear model. In this context, just compute

the output Z = [z1, ..., zp) and initializing W), for the next
mini-batch:
Wy, = Wy — 2n(WoX — X)X 7 ©
7 =WoX — 2nA
where
A = mask(XTX)(WoX — X) (7)

4 Methodology

To enable recommendation models on devices to balance
real-time performance and high performance, we designed
a self-correction network based on TTT to improve RNN-
based recommendation models. It extract features from users’
real-time click sequences, enabling high-quality recommen-
dations with minimal resource usage. To further overcome
two specific performance limitations of corrected adaptor, we
developed a cloud-based computationally intensive Correc-
tion Network (GCN). This network expands TTT’s param-
eter search space and extracts knowledge from similar users,
thereby integrating collaborative filtering information into the
recommendation process.

4.1 On-Device Self-Correction Network

To ensure optimal efficiency and simplicity, the on-device
SCN model M (-;0,s) is designed with a streamlined archi-
tecture, comprising only an embedding layer, TTT Block, and
a prediction layer (as illustrated in a figure 3).

The embedding layer maps item IDs to a high-dimensional
space using a learnable embedding matrix, £ € RIVI*P,
where D denotes the embedding dimension. When applied
to the input item sequence S,,, we obtain the initial item em-
beddings E,. To enhance robustness and mitigate overfitting,
RMS normalization is applied after the embeddings are re-
trieved:

H = RMSNorm(E(S,)) (8)

While the TTT block demonstrates potential as a sequence-
to-sequence model, we focus on leveraging its strengths for
sequential recommendation tasks. Based on practical appli-
cation, the TTT block has been streamlined to further re-
duce computational cost and enhance the efficiency of the on-
device model. Starting with the hidden states [, a low-order



Preprint — [JCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.

(a) CoCorrRec
d (& Global Correction Network 020402 0.8
050604 {0
@) To foaiioz: o9 Aqe
A\ 0303708 0.7
O = |3|o|=> Eimi
Hidden State H 0205 01 To2
A O
i Correction Network 05 04002108 Ab

(b) Details of Correction (c) On-Cloud Pretraining

Parameter Correction Global Data

0oo 0
=>

(u] m)
000
Correct ‘1' Y =
= = a2 P
=

| . Deploy
! Embedding  ~ = ___T7°C
| ittt medding o DU
| v ' '
O _ => | =
=> o> >G> PlseN i
Deploy
Click Sequence TTT Block Prediction Forward =~ Backward
Propagation "~~~ Propagation

Figure 2: Overview of the CoCorrRec. (a) describes the pipeline of CoCorrRec inference, the on-device SCN uploads H to the on-cloud GCN
and subsequently downloads the correction generated by it. (b) describes the details of correction on the device. (c) describes the pretraining
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Figure 3: The overview of on-device SCN.

projection is performed using 6¢, 6, and Oy :

Rotary positional encodings (RoPE) [Su et al., 2024] are then
applied to X and X i as follows, in which rotary embedding
is calculated by Xy :

X; = RoPE(X;,Xy) i€{Q K} (10)

TTT Block employs self-supervised learning to process the
input X. When using a mini-batch and dual form, the calcu-
lation of W}, and the output Z detailed in Algorithm 1 assum-
ing that 7 = 1 and the first mini-batch. Finally, it undergoes
Layer Normalization (LN) and a final linear projection:

O =6,LN(Z) (11)

In the prediction layer, the final item embedding of O is used
to compute the output prediction scores:

§ = Softmax(RMSNorm(0),,.,ET) e RVl (12)

last

Algorithm 1 TTT Block of SCN

Input: H
Output: Wy, Z
Process: W, Z
XQ, XK, Xy «— QQILI7 HKH, evH
Xq,Xk < RoPE(Xqg, Xv), RoPE(Xk, Xv)
VXKZ — WoXg — Xy
Vzl + UI(VXKZ)
> o’ is the derivative of sigmod function
VWOZ < VZZ(XK)T
Wy +— Wy — VWOZ
b « by — mask(V zl)
attn + mask(X = Xq)
Z <~ WoXg —Vgzgl-attn +b
return W, 7

4.2 On-Cloud Global Correction Network

The On-Cloud Global Correction Network (GCN) gener-
ates dynamic parameter corrections for the corrected adap-
tor based on real-time samples from specific devices. Its
purpose is to expand the search space and provide collabo-
rative filtering information to enhance the recommendation
process. Specifically, the Correction Network is implemented
as a three-layer MLP, denoted as C'(-; 0,.) with parameters 0...
It takes H from the device as input and predicts the correc-
tion values K. Due to its high computational cost (measured
in FLOPs), the GCN is more suitable for cloud deployment
rather than on-device implementation. Since it operates inde-
pendently of the corrected adaptor, both can run in parallel.
Based on Algorithm 1, we instantiate GCN as C,4, and CY
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Dataset Model Metrics : : :

UAUC | NDCG@5 | NDCG@10 | NDCG@20 | HitRate@5 | HitRate@10 | HitRate@20

DIN 0.7185 0.2525 0.2866 0.3102 0.3655 0.4703 0.5629

GRU4Rec 0.7078 0.2577 0.2825 0.3103 0.3485 0.4254 0.5361

SASRec 0.7314 0.2605 0.2920 0.3180 0.3929 0.4852 0.5876

Beauty BERT4Rec 0.7178 0.2555 0.2829 0.3109 0.3445 0.4296 0.5403

Mamba4Rec 0.7220 0.3051 0.3300 0.3543 0.3871 0.4639 0.5603

CoCorrRec (w/o. GCN) | 0.7331 0.2987 0.3256 0.3517 0.4019 0.4858 0.5874

CoCorrRec 0.7342 0.3126 0.3371 0.3626 0.4108 0.4867 0.5888

DIN 0.7991 0.3422 0.3799 0.4070 0.4596 0.5760 0.6829

GRU4Rec 0.8257 0.3528 0.3933 0.4237 0.4762 0.6016 0.7218

SASRec 0.8161 0.3418 0.3820 0.4131 0.4639 0.5881 0.7107

Electronic BERT4Rec 0.8182 0.3454 0.3851 0.4171 0.4665 0.5891 0.7156

Mamba4Rec 0.8198 0.3390 0.3787 0.4115 0.4632 0.5861 0.7157

CoCorrRec (w/o. GCN) | 0.8258 0.3550 0.3950 0.4258 0.4754 0.5989 0.7210

CoCorrRec 0.8315 0.3629 0.4021 0.4327 0.4862 0.6074 0.7282

DIN 0.9522 0.5302 0.5774 0.5959 0.7333 0.8775 0.9497

GRU4Rec 0.9522 0.5247 0.5724 0.5916 0.7318 0.8778 0.9525

SASRec 0.9499 0.5099 0.5607 0.5804 0.7173 0.8729 0.9495

Yelp BERT4Rec 0.9524 0.5388 0.5830 0.6000 0.7451 0.8841 0.9514

Mamba4Rec 0.9514 0.5301 0.5776 0.5954 0.7387 0.8832 0.9528

CoCorrRec (w/o. GCN) | 0.9511 0.5372 0.5835 0.6006 0.7412 0.8824 0.9489

CoCorrRec 0.9533 0.5412 0.5865 0.6036 0.7470 0.8858 0.9531

Table 1: Overall performance comparison between the baselines and CoCorrRec. The best performance is highlighted in bold and the second-

best results are underlined.

to compute corrections for the key values attn and b:

After the cloud-generated results are produced, they are sent
directly to the on-device model for correction. To ensure
robust results, K ,;+y,, K are then normalized to match the
mean and variance of the corresponding values attn and b:
K; — mean(K;)

K; = T dK) * std(i) + mean(i) i € {atin,b}
(14)
To further refine the corrections, learnable fusion parameters

P and Q € R**! are introduced for adaptive fusion:

{attn = attn + P - Ky, (15)

4.3 Training and Inference

The training of CoCorrRec is performed entirely in the cloud,
utilizing abundant computational resources. All layers are op-
timized simultaneously using global historical data, Sy =
{xg);yg)}f\;” , where Ny represents the total number of

training data samples. The loss function, L4, is defined
as follows:

Ny
minLiotal = Z Dce(yg)ﬂ M(l‘%); Orr, C(H i);0c)))
On ¢ =1 H

(16)
where D..(;) denotes the cross-entropy between two prob-
ability distributions, and H, represents the hidden state of
input z as described in Section 4.1.

Since the input H,, to C is computed before the TTT Block,
the entire framework can correct the TTT Block during train-
ing and inference in parallel which is detailed in Section 5.3.

This parallelization significantly improves the training and in-
ference efficiency of CoCorrRec, making it more suitable for
deployment in real-world environments.

After the CoCorrRec training is completed, the SCN
component is deployed to specific devices for real-time re-
ranking. Meanwhile, the computationally intensive GCN is
retained in the cloud to enhance the recommendation perfor-
mance of on-device SCN instance. For real-time samples,
Sp = {x%)}f\i R, where Np represents the total number of
real-time data samples, the recommendation process is for-
mulated as:

S Experiments

In this section, we conduct extensive experiments on three
realworld datasets to answer the following research questions:
* RQI: What is the resource consumption required for
various basic recommendation models (FLOPs and max-
imum memory usage)?
* RQ2: What is the Time delay caused by device-cloud
communication of the CoCorrRec?

* RQ3: How does our CoCorrRec perform compared to
the baselines under various experimental settings and
how do the designs of it affect the performance?

5.1 Experimental Settings

Datasets

We conduct experiments on three publicly available datasets
in different scenarios. Amazon-beauty and Amazon-
electronic are from an e-commerce platform Amazon', which

'https://jmcauley.ucsd.edu/data/amazon/
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covers various product categories such as books, electronics,
home goods, and more. We also evaluated on Yelp? which is
a representative business dataset containing user reviews for
different restaurants. For all datasets, we first sort all in-

Dataset # Users # Items # Interactions Avg. Length
Beauty 4,255 22,301 96,053 22.6
Electronic 27,224 75,749 599,276 22.0
Yelp 18,046 46,118 1,358,413 75.3

Table 2: Statistics of three datasets.

teractions chronologically according to the timestamps. And
then discard users and items with interactions < 10. All user-
item pairs in the dataset are treated as positive samples. In
the training and test sets, the user-item pairs that do not exist
in the dataset are sampled at 1:4 and 1:100, respectively, as
negative samples. The detailed statistics for each dataset after
preprocessing are summarized in Table ??.

Baselines

We compare CoCorrRec with several competitive baselines,
including both RNN-based and Transformer-based methods.
GRU4Rec [Hidasi et al., 2016] employs gated recurrent units
(GRUs) to model behavior sequences, achieving excellent
performance. DIN [Zhou et al., 2018] introduces attention
mechanisms to capture users’ interests related to the cur-
rent product within their historical behavior. SASRec [Kang
and McAuley, 2018] leverages self-attention to efficiently
capture long-term dependencies in user behavior sequences.
BERT4Rec [Sun et al., 2019] utilizes a bidirectional Trans-
former to extract contextual information from user behav-
ior sequences, delivering more accurate recommendations.
Lastly, Mamba4Rec [Liu et al., 2024] highlights recent ad-
vances in state-space models (SSMs) for efficient sequential
recommendation tasks.

Evaluation

For performance comparison, we adopt three widely used
metrics UAUC, HitRate@K and NDCG@K over the top-K
items, where K is set as 5, 10 or 20.

Dataset |  Model | Hyperparameter | Setting
DIN GPU RTX-4090 GPU(24G)
GRU4Rec Optimizer AdamW
Beauty SASRec Learning rate {1e73,2¢73,5¢73, 1le?}
Electronic Batch size 1024
BERT4Rec
Yelp —y Sequence length 10
Mamba4Rec . : .
CoCorrRec Dimension of Embedding 1x64
Number of Head 4

Table 3: Hyperparameters of training.

Hyper-parameters Settings

We tune the learning rates of all models in
{1e73,2¢73,5e73,1e72} and select the best perfor-
mance. As to model-specific hyper-parameters, we select
default parameters from open-source code. Additionally,
unless otherwise specified, the length of the user sequence is

“https://www.yelp.com/dataset/
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Figure 4: The FLOPs and Max-memory usage of models as the se-
quence length increasing.

10. All models are trained using a single RTX-4090 GPU.
Other hyperparameters of training are shown in table ?? and
the number of head is for transformer-based models.

5.2 Analysis of Resource Consumption(RQ1)

Model | #Parameter | AFLOPs | AMemory
DIN 1.97M 12.6 M 2.25M
GRU4Rec 1.97M 30.2M 8.78 M
SASRec 3.91M 38.3M 6.01M
BERT4Rec 2.02M 101.0M 35.6 M
Mamba4Rec 2.06 M 68.4M 21.6 M
CoCorrRec (W/o GCN) 1.95M 17.0M 14.2M
CoCorrRec ‘ 2.08 M ‘ 82.TM ‘ 23.2M

Table 4: Resource consumption Comparison. Ax represents the
growth per token of x.

On resource-constrained devices, the increasing FLOPs
(Floating Point Operations Per Second) and memory con-
sumption of models as the user interaction sequence grows
during the recommendation process can gradually degrade
the user experience. Table ?? details the parameters and re-
source consumption of each model. Notably, most of these
models have a comparable number of parameters. The FLOPs
metric quantifies the computational cost of a single inference,
while memory consumption indicates the peak memory usage
during a complete inference epoch on Amazon-Beauty. Fig-
ure 4 illustrates the FLOPs and maximum memory usage of
the models when the user sequence lengths are 10, 15, 20,
and 25, respectively.

It is expected that RNN-based models grow linearly with
sequence length, but it is surprising that Transformer-based
models like SASRec exhibit the same behavior. In fact, for
Transformers, the total computation of self-attention (SA) is
Anh2d%+2n?hd, where d is the head size and h is the number
of heads, while the Feed-Forward Network (FFN) computa-
tion is 8nh2d?. Therefore, for a Transformer-base (d = 64,
h = 12), when the sequence length n < 1536, the linear
complexity of the FFN dominates, which is the usual circum-
stance for recommendation.

It can be observed that our designed CoCorrRec (w/o.
GCN) has certain advantages in terms of computational cost
and memory usage, with minimal additional overhead as the
user sequence grows. Under the same resource constraints, it
can handle longer user interaction sequences. Table ?? also
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Datasets Size 4G: SMB/s 4G: 15MB/s 5G: S0MB/s 5G: 100MB/s Tolerance
f: 2.56KB | 1: 0.51ms f: 0.17ms M 0.051ms f: 0.026ms

Beauty | o: 1.18ms | o: 1.18ms— 2.52ms | o: 1.18ms— 1.63ms | o: 1.18ms — 1.32ms | o: 1.18ms — 1.25ms 4.21ms
: 4.16KB | |}: 0.83ms {: 0.28ms {: 0.083ms {: 0.042ms

Table 5: Time delay caused by device-cloud communication, {} and |} represent upload (device — cloud) and download (cloud — device),
respectively. o indicates time required to generate correction on cloud.
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Item
Sequence

Delay

Figure 5: Illustration of the delay caused by cloud-device communi-
cation.

shows the additional cost introduced by the GCN. Although
the number of additional parameters is small, the FLOPs and
memory consumption of the computationally intensive GCN
are significant. Therefore, it is more suitable for deployment
on cloud with abundant computational resources.

5.3 Analysis of Time Delay(RQ?2)

Table ?? summarizes the size and time delay involved in up-
loading hidden state H and downloading correction param-
eters to the device. It also details the time required for the
cloud-based GCN to generate corrections and the device’s tol-
erance time (i.e., the duration from hidden state H generation
to the application of corrections on the device) as shown in
figure 5. The results demonstrate that the time needed for
on-device model to receive corrections consistently remains
within the tolerance limit, confirming its suitability for real-
time applications. Furthermore, uploading embeddings for
real-time samples enhances user privacy. These findings val-
idate that the cloud-based GCN does not introduce additional
delays to the on-device model, as both processes can run con-
currently. This result highlights the effectiveness of CoCor-
rRec in achieving real-time application requirements.

5.4 Analysis of CoCorrRec (RQ3)

Overall Performance

Table 1 compares the performance of CoCorrRec with base-
line models. CoCorrRec (w/o. GCN) represents the pure
on-device model, while CoCorrRec integrates the on-device
model with the cloud-based GCN. As this study focuses
on sequential recommendation tasks, all models were ex-
clusively trained and tested on sequential recommendation
datasets. From Table ??, the following conclusions can be
drawn:

* The SCN demonstrates superior robustness in sequential
recommendation tasks. While the performance of vari-
ous baselines varies across datasets due to their respec-

0.50; 0.0236
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Figure 6: Model performance and inference time with different
mini-batch size b on Amazon-Beauty.

tive strengths, CoCorrRec (w/o. GCN) maintains rela-
tively stable performance across all datasets by updating
model parameters during inference.

¢ In all cases, our revised CoCorrRec consistently outper-
forms CoCorrRec (w/o. GCN). This underscores the
effectiveness of the cloud-based GCN in enhancing the
representation capabilities of the on-device model. Fur-
thermore, the cloud-based GCN improves model per-
formance in parallel without increasing the on-device
model’s time overhead.

Effect of Mini-Batch Size

The mini-batch size determines the number of tokens pro-
cessed simultaneously using the mini-batch parallelization
strategy. Although processing all tokens at once minimizes
resource consumption, it may not achieve optimal perfor-
mance. To address this, we assessed the performance of mini-
batch sizes of 1, 2, 5, 10, and 20 on the Beauty dataset, with
a sequence length of 20. Figure 6 illustrates the variations
in model performance and inference time as the mini-batch
size b increases. While performance shows some fluctuation,
the results indicate that the performance at b = 20 is nearly
identical to that at b = 1. However, the inference time at
b = 20 demonstrates a significant improvement. Therefore,
parallel computation of all tokens is generally a more efficient
choice.

6 Conclusion

In this paper, we propose the CoCorrRec, which deploys
an RNN-based Self-Correcting Network (SCN) on the de-
vice and a Global Correcting Network (GCN) on the cloud.
Through the collaboration of both, the model addresses the
current limitations of recommendation models on devices in
terms of balancing real-time performance and high efficiency.
CoCorrRec repositions RNN-based models as highly compet-
itive for sequential recommendation, especially on devices,
and demonstrates the potential of device-cloud collaborative
parameter correction for device-based recommendation.
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