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Abstract

The energy efficiency of deep spiking neural
networks (SNNs) aligns with the constraints of
resource-limited edge devices, positioning SNNs
as a promising foundation for intelligent applica-
tions leveraging the extensive data collected by
these devices. To address data privacy concerns
when deploying SNNs on edge devices, federated
learning (FL) facilitates collaborative model train-
ing by leveraging data distributed across edge de-
vices without transmitting local data to a central
server. However, existing FL approaches struggle
with label-skewed data across devices, which leads
to drift in local SNN models and degrades the per-
formance of the global SNN model. In this pa-
per, we propose a novel framework called FedLEC,
which incorporates intra-client label weight cali-
bration to balance the learning intensity across lo-
cal labels and inter-client knowledge distillation to
mitigate local SNN model bias caused by label ab-
sence. Extensive experiments with three differ-
ent structured SNN’s across five datasets (i.e., three
non-neuromorphic and rwo neuromorphic datasets)
demonstrate the efficiency of FedLEC. Compared
to eight state-of-the-art FL algorithms, FedLEC
achieves an average accuracy improvement of ap-
proximately 11.59% for the global SNN model un-
der various label skew distribution settings.

1 Introduction

Recent research has demonstrated that deep spiking neural
networks (SNNs) are well-suited for deployment on resource-
constrained edge devices [Di et al., 2024], thanks to their
energy efficiency [Maass, 1997] and compatibility with the
computational limitations of these devices. These edge de-
vices can also collect vast data, including photos, videos,
and audio, which presents numerous opportunities with deep
SNN:ss for influential research and practical applications [Lim
et al., 2020]. However, the traditional approach of centraliz-
ing this data has become progressively impractical, as it often
involves sensitive information unsuitable for sharing, and the
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communication costs of transmitting large volumes of data
are prohibitively high.

Federated Learning (FL) has emerged as a viable solution,
enabling the development of deep SNN models while keeping
data localized on edge devices [Venkatesha et al., 2021]. In
FL, edge devices, commonly called clients, train local mod-
els on their respective local datasets. These locally trained
models are subsequently transmitted to the central FL server,
aggregating them into a global model to facilitate real-world
applications. However, the characteristics of the data distri-
bution across edge devices can present significant challenges
to federated SNN learning, including:

Label Skewness. This type of data heterogeneity is com-
mon in practice as edge devices may only possess a subset of
the global categories in their acquired datasets according to
their deployed environments. For example, the distribution of
animal species varies across different geographical regions,
such as pandas being native to China and koalas exclusive to
Australia. When the corresponding label distributions across
clients are extremely imbalanced, local models struggle to
generalize to the global distribution, inducing a sub-optimal
global model [Xia er al., 2024].

Bias Aggravation. Although back-propagation with surro-
gate functions [Wu er al., 2019] allows local SNN models
to be efficiently trained by edge GPUs, it also introduces
layer-wise accumulated gradient drifts [Deng er al., 2023].
When SNNs are trained on highly skewed data, the absence
of relevant knowledge about missing labels aggravates train-
ing drift, leading to severe gradient bias and increased local
over-fitting. Hence, aggregating biased gradients from clients
causes the global SNN model to converge poorly, ultimately
degrading its performance [Wang et al., 2023].

To mitigate these issues, we propose a novel FL frame-
work named FedLEC!. First, FedLEC introduces a cali-
brated objective function based on the corresponding prob-
ability of local label occurrences. By directing the train-
ing process to highlight the margins of majority and minor-
ity labels to achieve optimal thresholds, FedLEC promotes
larger margin attainment for underrepresented minority la-
bels, thereby enhancing their representation within the model
and balancing the intra-client inconsistency. Second, we

'https://github.com/AmazingDD/FedLEC
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employ a label distillation method to convey global distri-
bution information regarding missing labels across clients.
This approach ensures the local outputs align closely with
the global model’s predictions for missing labels, effectively
mitigating the aggravated bias and over-fitting issues aris-
ing from label absence. Besides, FedLEC focuses on al-
leviating the impact of locally skewed data so that it can
be integrated with other methods [Karimireddy et al., 2020;
Li et al., 2020] that address inter-client objective inconsis-
tency to improve the performance of the server model further.

To validate the effectiveness of our FedLEC, we conduct
extensive experiments under various label skew settings, sub-
stantiating that FedLEC significantly improves the accuracy
of federated SNN learning compared to other state-of-the-art
(SOTA) FL algorithms under label skews, particularly under
extreme label skew conditions. The primary contributions of
this paper are summarized as follows:

* We first analyze the impact of label skewness in fed-
erated SNN learning and demonstrate that applying FL
methods designed for artificial neural networks (ANN5)
under extreme label skew conditions is suboptimal. This
analysis lays the foundation for developing specialized
solutions tailored to SNNs.

L]

We propose FedLEC, a federated learning framework
designed to address the challenges posed by extreme
label skew. FedLEC enhances the generalization abil-
ity of local SNN models by balancing intra-client label
learning and mitigating bias from missing labels through
inter-client knowledge alignment. This improves the
global model’s overall performance.

Results from extensive experiments with three differ-
ently structured SNNs and eight FL baselines across five
datasets demonstrate the efficacy of FedLEC. Under dif-
ferent extreme label skews, FedLEC can outperform the
other baselines on average accuracy by about 11.59%
across all empirical trials in this study.

2 Related Work

Researchers have investigated how to leverage the energy ef-
ficiency of SNNs in FL systems [Venkatesha er al., 2021].
Previous studies mainly focused on federated SNN learning
across various application scenarios. For instance, FedSNN-
NRFE [Xie et al., 2022] exploited privacy-preserving FL,
training SNN models for traffic sign recognition on the In-
ternet of Vehicles. A distributed FL system with SNNs
[Zhang et al., 2024] was built to process radar data collab-
oratively. SURFS [Aouedi and Kandaraj, 2024] proposed a
robust and sustainable instruction detection system with fed-
erated SNN learning. Some studies also explore the compat-
ibility of different FL architectures with SNNs. Hierarchical
FL [Aouedi ef al., 2023; Aouedi and Kandaraj, 2024] was
utilized with SNNs to lower the communication latency and
enhance model robustness.

However, these studies overemphasize the application im-
plementation by combining FL with SNNs and neglect the
inherently heterogeneous data risks in real-world systems.
Although several studies [Venkatesha et al., 2021; Tumpa et

al., 2023] have preliminarily explored the impact of non-1ID
data on federated SNN learning, the influence of one com-
mon non-IID data heterogeneous challenge called label skew
is often neglected by most researchers. Meanwhile, few stud-
ies have investigated whether solutions for label skews in FL
applied to ANNSs like FedLC [Zhang er al., 2022] and Fed-
Concat [Diao et al., 2024] remain the same effectiveness for
SNNs. Motivated by current research limitations, this paper
delves into tackling the significant drop in accuracy perfor-
mance observed when implementing federated SNN learning
under label skew.

3 Preliminary
3.1 Federated Learning

An FL system comprises M local client nodes and a cen-
tral global server. The server initiates the federated training
process by broadcasting the initial model parameters 6 to se-
lected client nodes. Subsequently, the locally trained model
at each client m is updated using the client’s private data
shard D™. The model update from each client comprises
the accumulated gradients throughout local training. These
updates are periodically communicated to the server for ag-
gregation. In one communication round, the updated parame-
ters 0" from client m are transmitted to the server for global
model updating. The server will then aggregate these per-
ceived parameters in a specific manner to update the global
model. A standard aggregation method using the weighted
average is FedAvg [McMabhan et al., 2017].

3.2 Spiking Neural Network

Leaky Integrate-and-Fire (LIF) neuron, widely used in di-
verse domains [Yao et al., 2024; Su et al., 2023], is one of
the popular spiking neurons utilized to build spiking neural
networks, whose computational paradigm is:

VT =V[E=1]+ Ut + V[t —1]) (1)
S[t]=HV[t"]-V) 2
V[t = S[tIV, + (1 = S[)V[t] 3)

where 8,V, and V, represent the membrane time constant,
the firing threshold, and the reset membrane potential, re-
spectively. At time step ¢, I[t] is the spatial input, V' [t~] and
V[t] are the membrane potential after neuronal dynamics in-
tegration and after the trigger of firing separately. H(-) is
the Heaviside step function, generating a binary spike when
V[t~] > V. Subsequently, V'[t] will reset to V;. or remain
unchanged otherwise. To tackle the non-differentiable issue
of Equation (2), studies [Wu et al., 2019; Deng et al., 2023]
introduce back-propagation through time (BPTT) with surro-
gate functions to train SNNs efficiently on GPUs.

4 Methodology

4.1 Problem Statement

There are two different label skew settings in FL [Li ef al.,
2022]: quantity-based and distribution-based, as depicted in
Figure 1. For quantity-based label skew, each client can only
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Figure 1: Different types of label skews. Cell number represents the
percentage value of the samples of a specific class allocated.
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Figure 2: The impact of label skewness on local updating for mod-
els in three selected clients. The histogram indicates the number of
samples for each label in the local data shard.

hold samples of fixed c different labels. Samples with a spe-
cific label will be randomly divided into equal data shards and
distributed to clients who own this label so that no overlap ex-
ists among the data shards of different clients (for simplicity,
we use #cnum = c to denote this skew). The other type of
label imbalance is distribution-based label skew [Yurochkin
et al., 2019], which allocates portions of the samples for each
label according to Dirichlet distribution [Huang, 2005]. In
particular, this skew allocates p.,,% samples of class c to
client m, where p. ~ Dir(a) and « (> 0) is the concentra-
tion parameter to control the imbalance level. In this study,
we utilize p ~ Dir(«) to represent this type of label skew.

Definition 1 (Majority, Minority and Missing Labels). For
a label-skewed local data shard D, its label set C can be
divided into three categories: the majority label set J, the
minority label set IC, and the missing label set M. We have
C=JUKUM IJNK=0,JNM=0 MNK =19,
where () is an empty set. The number of samples (x,y) ~ D
with label set C satisfies |D 7| > |Dx| > |Dm| = 0.

In FL, a total of M clients aim to minimize the below ob-
jective with model parameter 6:

M
min L) = ; P Lo (6) 4

where L,, is the objective function for local model in
the m-th client, P, is the relative local sample size, and
Z%zl P = 1. The local data distribution P, varies across
clients for label skew settings, resulting in significantly dif-
ferent models after local training.

Besides, we empirically validate the impact of label skew
in federated SNN learning on three selected clients with ci-
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Figure 3: The framework of FedLEC.

farl0 dataset after sufficient communication rounds. After
verifying that the current local models are consistent with the
global SNN model, we evaluate the accuracy for each label
both before and after the local update. As shown in Figure 2,
after local training is conducted separately, the test accuracy
for majority labels typically improves compared to the initial
state. However, the test accuracy for minority and missing
labels significantly decreases, often approaching zero. This
observation highlights that label skewness can result in a bi-
ased SNN model .

4.2 Framework Overview

We propose a novel federated SNN learning framework with
label skew calibration (FedLEC). As shown in Figure 3, we
conduct two strategies to alleviate the intra-client label incon-
sistency. First, we calibrate the logits> of each label before
applying the softmax cross-entropy by adjusting them based
on the occurrence probability of each label, thereby mitigat-
ing the impact of intra-client data imbalance from minority
labels during the local update. Second, the global model
from the previous communication round, serving as a teacher
model, transfers knowledge about the inter-client data dis-
tribution to each local model, thereby mitigating over-fitting
issues related to missing labels. Then, each local objective
function £,,, in Equation (4) for one time step is:

min L (6) = (1= A) - Le(9) + ALa(0) (5)

where £. and L, represent the objective functions derived
from the two strategies, respectively. By adjusting the hyper-
parameter A, the model balances its focus between addressing
intra-client and inter-client bias during local learning.

Label Calibration. Denote the data distribution at m-th
client as P(x,y) = P(x|y)P(y). For a sample x, the pre-
dicted label is § = arg max, f(x;0), where f(x;0) is the
corresponding logits from the local model. In the one com-
munication round of the FL process, the server broadcasts the
global model parameters to the selected local client m. The
goal of the local training task is to minimize the classification
error from a statistical perspective:

min P(y # j/x) (©6)
According to Bayes rule, Equation (6) is proportional to
P(x|y)P(y). When the label distribution is balanced, i.e.,
P(y) is equivalent for all label y, then the soft-max cross-
entropy can be regarded as the surrogate loss function for
Equation (6) since the probability P(x|y) o e/%) . How-
ever, when the local data suffer from label distribution skew-
ness, P(y) is no longer identical, i.e., minority labels have

Logits refer to the output of the model’s final classification layer
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much lower probabilities of occurrence than majority labels,
inspiring us to calibrate the error in Equation (6) via av-
eraging the per-label error rate [Menon er al., 2021] like:
ﬁ > _yec P(x|ly # §). In this manner, varying P(y) due to
label skewness will no longer affect the results. To minimize
the ‘balanced’ calibrated error, we, in turn, need to find:

arg max, .o P(x|y = §) = arg max, .. P(y|z)/P(y)
= arg max, ec(fy (x;6) — log(7y))

where -y, is the estimation of the prior P(y) for a specific la-
bel in the local label set C. The logits of minority labels in
C are reduced by a relatively larger value, whereas those of
majority labels are adjusted oppositely, thereby balancing the
classification loss. Inspired by Equation (7), we can then alle-
viate the impact of intra-client label inconsistency by training
the local SNN model with a calibrated cross-entropy loss:

oFu(x:0)

i) ©

Notably, L. prioritize mitigating the biases between the ma-
jority and minority labels. However, it fails to handle missing
label issues since no related class prior is available. Hence,
it is necessary to design distinct objective functions to ensure
that the global model retains its original predictive capability
for missing labels, preventing the loss of such capability due
to over-fitting caused by the absence of relevant data.

Label Distillation. Figure 1 has demonstrated that extreme
quantity-based and distribution-based label skews often in-
duce numerous labels missing in local data shard, i.e., |[M| >
||+ |K|. After implementing local training, each client’s lo-
cal model will be over-fitted according to the local data distri-
bution. The core idea to alleviate this issue is to preserve the
global view of the data distribution for locally missing labels.
Specifically, when the server aggregates gradients from the
local models during each communication round, the global
could learn and retain distribution information about all the
labels. Therefore, we employ the predictions of the global
model on locally available data to perform knowledge distilla-
tion (KD) for local missing labels in M. Besides, KD can ef-
fectively mitigate the over-fitting issue of SNNs caused by ac-
cumulated gradient errors [Zuo et al., 2024]. Then, FedLEC
defines the distillation loss L4 as the KL-divergence loss be-
tween the soft-max prediction vector of the global model ¢,
and that of the local model §; as follows:

C
['d = L(x,y)~D Z qg IOg [[C]}
ceEM

)

,Cc = —E(x’y)NDIOg (Z

€))

which guarantees the local model effectively aligns with the
global model’s predictive capabilities for missing labels.

Aggregation Through Time. According to Equation (4),
the aggregate process of SNN model parameters in FedLEC
at one communication round can be expressed as:

=T (137) TR

t=1 m=1
FedLEC

(10)

FedAvg

Algorithm 1 Aggregation Through Time in FedLEC

Input: Selected Client Set S, Total Timesteps 7'
Output: Updated SNN Parameters 6.

1: Server executes:
2: forallt=1,...,T do
3:  Receive parameters 0™ from each client m.
t |D™| ot
4 0 s s o™
5: end for .
) 1
6: 0 5>, .0
7. return 6

where T is the total time steps the SNN model training pro-
cess requires. Intuitively, the global aggregation process of
FedLEC scales with time steps compared to conventional Fe-
dAvg. We term this parameter aggregation process in fed-
erated SNN learning as Aggregation Through Time (ATT),
whose workflow is elaborated in Algorithm 1.

4.3 Convergence Analysis

Inspired by [Li et al., 2019], we make the following assump-
tions on the objectives L1, ..., Lys. Assumptions 1 and 2 are
standard; a typical example is the soft-max classifier. Since
the KL-divergence loss £, and the calibrated cross-entropy
L. are typical variants of the soft-max classifier, the local ob-
jective L,,, of FedLEC also satisfies these assumptions.

Assumption 1 (Each £, is L-smooth). For all v and w,

L0(V) < Lon(w) + (v - W) TV L (w) + LIy — w2

Assumption 2 (Each £, is u-strongly convex). Forall v and
W, L (V) 2 Lin(W) + (v = W)T VL (W) + §lv — w3

Let the number of local iterations performed in one device
between two communications be F, and the total number of
every device’s SGDs be R. Given that Equation (10) en-
sures I is evenly divisible by the number of time steps 7',
we simplify the subsequent analysis by omitting 7', as its ef-
fect is already encapsulated within R. Note that with surro-
gate functions [Wu ef al., 2019], SNNs can implement back-
propagation with gradient descent like ANNs. Hence, for the
r-th SGD of the local SNN model in client m, we have:

Assumption 3 (Variance boundary). Let £ be randomly
sampled from the m-th client’s local data. Each device’s vari-
ance of stochastic gradzents is bounded: E||V L, (07", 67) —
VL (0™ <02, form=1,.

Assumption 4. The expected squared norm of stochastic gra-
dients is uniformly bounded, i.e., EHVE O™, em)||? < G?
forallm=1,...M andr = 1,. -1

Let £* and L7, be the minimum values of £ and £,,,, re-
spectively. We utilize the term I' = £* — Zf\le P L}, to
quantify the degree of data heterogeneity (label skewness). If
the data is IID, T" approaches zero as the number of samples
increases. If the data is non-IID, then I' is nonzero, and its
magnitude reflects the skewness of the data distribution.

We first analyze the case that all the clients participate in
the parameter aggregation step. From Equation (10), we ac-
knowledge that the aggregation step in FedLEC for each time
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step ¢ is equivalent to that of FedAvg, denoted as:

Gﬁ_lq_l — H;n n7‘+lv£m(0r+z? 7‘+’L) (11)

where 7,4; is the learning rate (a.k.a. step size) and ¢ =
0,1,...,R — 1. After R iterations, FedLEC terminates and
returns the latest aggregated global model parameters 6y as
the FedLEC solution, then we have:

Theorem 1. Let Assumptions 1 to 4 hold and L, i, 0y,, G
be defined therein. Ch00se Kk = L v = max{8k, E} and

the learning rate n; = Then FedLEC with full device

py+r) + )"
participation satisfies:
K 2B
_ e Y 2= =T *12
BlLon] - < —— (22 + FBloo - 07) (12)
where
B=Y Plos +6L+8(E—1)°G>  (13)

If a random set S of clients is selected randomly without
replacement to participate in aggregating, |S| = K, the ag-
gregation step of FedLEC performs 6, + % > mes Pm0;"
By converting the FL objective in Equation (4) as: £(0) =
LM £,.(8), where £,,,(6) = Py ML,y (6), we have:
Theorem 2. Let Assumptions I to 5 hold and define C =

M—K 4 12/2
1 P G*, then

E[L(0r)] - £* <

K (B+C)  jiv
—E 0
7+R—1< i 160 =

9*|2> (14)

where B is similar to Equation (13), but L, 1,0, G are re-
placedbyL—VL,u—g,u,U—faandG VG,
respectively. Here, v = M - max,, P, and ¢ = M -min,,,P,,

Since ||y — 6*[|* < 5G? for p-stronly convex L, the
dominating term in Equation (14) is:

o [ Zme1 Proh + L0+ (1 +
uR

E?G? +4G?
) v 15)
Given the pre-defined settings in Assumptions 1 to 4, we con-
clude that FedLEC will converge with O(+ ) rate in non-IID
FL settings like label skewness according to Equation (15).

4.4 Privacy Protection

FedLEC inherits the privacy-preserving merit of the FL
framework, which allows each client to preserve private data
locally and significantly reduce the risk of privacy leakage.
To further handle the potential privacy violation when up-
loading model parameters to the server, we propose integrat-
ing the local differential privacy strategy [El Ouadrhiri and
Abdelhadi, 2022] into FedLEC. Specifically, we incorporate
a zero-mean Laplacian noise to the SNN model parameters
before it is uploaded to the server:

0™ = 0™ + Laplacian(0, ) (16)

where ¢ is the noise intensity. Hence, one cannot easily obtain
the updated data by monitoring the parameter change, and the
privacy protection ability is better as § increases.

Dataset  Partition FedAvg FedProx Scaffold FedNova FedLEC
11D 83.91 82.53 85.18 79.89 =
p ~ Dir(0.05) 35.80 32.16 29.42 2737 (1 11.07) 46.87
cifarl0  p ~ Dir(0.1) 53.45 51.76 54.08 47.69 (1 13.56) 67.64
#enum = 2 29.60 24.64 34.65 2561 (T 6.51)41.16
#enum =4 54.24 56.94 64.28 53.82 (T 4.96) 69.24
11D 52.78 46.17 54.56 33.37 -
p ~ Dir(0.05) 24.11 25.01 26.11 13.90 (1 14.46) 40.57
cifarl00  p ~ Dir(0.1) 29.29 29.45 33.06 1551 (T 9.67)42.73
#enum = 20 20.80 2228 23.01 13.98 (1 14.24) 37.25
#enum = 40 32.85 34.41 37.23 20.85 (T 9.84)47.07
11D 93.94 93.28 94.26 91.03 =
p ~ Dir(0.05) 44.53 46.80 40.24 33.87 (1 12.06) 58.86
svhn p ~ Dir(0.1) 66.04 68.26 66.48 67.82 (1 14.70) 82.96
#enum = 2 39.42 31.01 32.00 3733 (T 9.87)49.29
#enum = 4 65.61 69.87 72.66 69.02 (T 9.44) 82.10

Table 1: Test accuracy (%) of different federated SNN learning ap-
proaches w.r.t label skews. The I1D results are set as a reference,
indicating how extreme label skews affect final accuracy. Typically,
The skewness of #cnum = 20/40 for 100-labels is equivalent to
#cnum = 2/4 for 10-labels. Bold value is the best result across
all FL algorithms, while underline value is the second-best. We run
three trials and report the mean top-1 accuracy.

5 Experiments

5.1 Experimental Settings

In this study, we use four FL algorithms designed for tack-
ling conventional data heterogeneity, i.e., FedAvg, FedProx
[Li ef al., 2020], FedNova [Wang er al., 2020], and Scaffold
[Karimireddy et al., 2020]), and four extra FL algorithms
proposed to tackle the label skewness, i.e., FedLC [Zhang
et al., 2022], FedRS [Li and Zhan, 2021], FLea [Xia ef al.,
2024], and FedConcat [Diao et al., 2024], as compared base-
lines to demonstrate the effectiveness of FedLEC. All FL al-
gorithms adopt S-VGG9 [Venkatesha et al., 2021] as the de-
fault backbone SNN model.

We uniformly execute 50 communication rounds, selecting
20% parts from 10 clients to train their models for 10 local
epochs per round with a batch size of 64 as default. We use
the Adam optimizer for all trials with a learning rate 0.001.
All experimental trials are implemented on NVIDIA GeForce
RTX 4090 GPUs.

5.2 Performance Evaluation

Overall Accuracy. Table 1 presents the accuracy perfor-
mance of FedLEC compared to conventional FL algorithms
tailored for data heterogeneity. The results demonstrate the
clear superiority of FedLEC in handling extreme label skew
conditions. Specifically, in cifarl0 dataset, FedLEC reaches
an average improvement of about 9.03%, while in svhn,
the average accuracy increment rate is 11.52%. When the
task extends to more complex classification tasks such as ci-
far100, FedLEC similarly exhibits notable performance im-
provements, highlighting its potential for adaptation to com-
plex and large-scale tasks. Additionally, FedLEC demon-
strates potential advantages in handling distribution-based la-
bel skews, as these skews do not result in the absence of a
significant portion of labels. Consequently, they do not in-
duce severe information loss, unlike quantity-based skews.
Table 2 further provides a performance comparison be-
tween FedLEC and several recently proposed FL algorithms
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Dataset  Partition FedLC FedRS FLea FedConcat FedLEC
darto Forum =2 2396 2428 32.66 3264 (1 8.50)4L16
cya p~Dir(0.05) 3294 3349 28.16 3043 (1 13.38) 46.87
cifarip Femum =20 1988 801 2857 2578 (1 8.68)37.25
p~ Dir(0.05) 2196 1282 26.62 23.15 (1 13.95)40.57

i Henum = 2 3169 3171 3346 32.84 (1 15.83) 49.29
p~ Dir(0.05) 2997 39.10 42.67 4563 (] 13.23) 58.86

Table 2: Test accuracy (%) of FedLEC compared with the other
baselines specially designed for addressing extreme label skews, de-
noted in the same way as Table 1.

[0 FedAvg [ FedProx M Scaffold [ FedNova I FedLEC
p ~ Dir(0.1) #cnum =2

60 1 50 1
K 501
> 40 A
© 40
‘3 30 4
< 30

20 v 20 r

vit resnet vit resnet

Figure 4: Accuracy performance of different models when varying
various FL algorithms under different label skews.

specifically designed to mitigate label skewness. Observa-
tions reveal that these algorithms are ineffective in federated
SNN learning settings, exhibiting an average accuracy that is
12.26% lower than that of FedLEC.

The superiority of FedLEC may stem from the fundamen-
tal differences in training paradigms between ANNs and
SNNs. BPTT with surrogate functions induces the intrin-
sic gradient bias accumulated by layer-wise back-propagation
[Deng et al., 2023]. Extreme label skewness aggravates this
bias, leading to drifting errors in the features extracted by the
SNN model. In particular, algorithms like FLea and Fed-
Concat heavily rely on features extracted by local models
to enhance resistance to label skewness. However, this de-
pendency may backfire, further amplifying the occurrence
of errors. The distillation loss £, can effectively mitigate
excessive gradient drift. Since the predictions of the previ-
ous global model retain partial information about the correct
optimization direction, they can serve as a reference during
the current phase of local model training, helping to prevent
over-fitting. Hence, it is reasonable that the performance of
FedLEC surpasses the other baselines by an average of ap-
proximately 11.33%.

Results on Other SNN Architectures. To assess the gen-
eralization capability of FedLEC, we incorporate more ad-
vanced SNN models, such as MS-ResNet [Hu et al., 2024] and
Meta-Spikeformer [Yao et al., 2024], for training in an FL set-
ting under various label skewness scenarios. For brevity, we
simplify MS-ResNet as resnet and Meta-Spikeformer as vit.
As depicted in Figure 4, FedLEC achieves accuracy improve-
ments of 10.13% and 11.62% for resnet and vit, respectively,
demonstrating that the proposed local objective remains ef-
fective even for these complex SNN architectures.

Results on Event-Based Datasets. We also apply FedLEC
to event-based image classification tasks, a representative ap-
plication scenario for SNNs, to evaluate its generalized ef-
fectiveness across a broader range of scenarios. Figure 5
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Figure 5: Accuracy performance of various federated SNN learning
algorithms across different data scenarios under different skewness.
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Figure 6: T-SNE visualizations on majority, minority, and missing
labels. Left: For FedAvg, the samples from the minority and miss-
ing labels are mixed and indistinguishable. Right: For our method,
the data from minority and missing labels can be distinguished well.

shows that while FedLEC continues to exhibit superior per-
formance, the performance gaps between FedLEC and other
algorithms are notably smaller than those observed in static
image classification tasks, with an average improvement of
only approximately 4%. In particular, the classification
task on the event-based dataset is more complicated since
the features are sparse and chaotic. Hence, achieving a
well-performing global model capable of capturing accurate
patterns becomes challenging with highly skewed datasets,
which limits the performance improvement of FedLEC.

5.3 Efficiency Evaluation

T-SNE Visualization. We provide a visual analysis that ex-
amines the differences in the sample features extracted by the
same models following local updates between FedLEC and
FedAvg, aiming to demonstrate FedLEC’s effectiveness. We
first randomly select a client with a local data shard where
[Dm| = 0, [Di| = 249, |Dy| = 8437. After the well-
trained global models are locally trained in this client using
FedAvg and FedLEC with one epoch, we feed them with the
same test data and leverage the corresponding output features
for visualization [Van der Maaten and Hinton, 2008]. As de-
picted in Figure 6, the test samples, especially those from mi-
nority (i.e., green samples) and missing (i.e., dark blue sam-
ples) labels, are mixed and difficult to distinguish. However,
FedLEC can alleviate this issue and learn more discrimina-
tive features, reducing classification ambiguity when making
inferences on samples from missing and minority labels.

Ablation Study. The results in Table 3 quantify the con-
tribution of each local loss term in FedLEC. From these re-
sults, we conclude that both terms significantly contribute to
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Figure 7: Accuracy patterns of SNN-based FedAvg (dashed line)
and FedLEC (solid line) when the participation rate (PR) and the to-
tal number of local clients vary under the label skew p ~ Dir(0.1).

the final accuracy, with L4 being the dominant factor, lead-
ing to an average improvement of 17.61%. In addition, the
combination of both loss terms further enhances the federated
SNN learning performance under extreme label skew, yield-
ing an additional 1.20% improvement. This improvement is
attributed to £, mitigating gradient biases and conveying the
global data distribution, while £, helps alleviate the distribu-
tion imbalance.

5.4 Hyper-Parameter Analysis

Client Participation Rate. In reality, Not all the clients
will participate in the entire training process. As the left part
of Figure 7 illustrates, we simulate this scenario by setting
the sample fraction from 20% to 80%. The FedAvg training
curves are less stable than those of FedLEC due to the highly
skewed data. The local gradient distributions vary among
communication rounds, distorting the correct global model
updating direction per round.

Total Client Number. We study the effect of the number
of clients on FedLEC as shown in the right part of Figure 7.
We observe that the overall accuracy trends of both FL al-
gorithms tend to decline as the number of clients increases.
FedLEC consistently outperforms FedAvg across all large-
scale settings, achieving an average improvement of 12.27%.
Although increasing the number of clients reduces the vol-
ume of local data per client, which amplifies the risk of biased
training, FedLEC effectively mitigates this issue.

Time Steps. The number of time steps dictates the com-
plexity of federated SNN learning. We systematically vary
this parameter to assess its impact on FedLEC’s performance.
Observations in the left part of Figure 8 illustrate a contin-
ual improvement in performance for FedLEC as time steps
increase from 42.74% to 47.55%, and the improvement is
marginal when the time step increases to 7, as the membrane
potential of LIF neurons requires several time steps to stabi-
lize [Anumasa et al., 2024] after initialization, allowing the
SNN model to generate stable spike trains effectively.
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Figure 8: Accuracy patterns of different federated SNN learning al-
gorithms when the time steps and local training epochs vary under
the label skew #cnum = 2.
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Table 4: Results of applying local differential privacy technique into
FedLEC with various noise intensity d.

Local Epochs. We vary the local epochs from {1, 5, 10,
20} and report the final accuracy under specific label skew in
the right part of Figure 8. On the one hand, all FL algorithms
are sensitive to the number of local epochs. When the num-
ber of local epochs increases from 1 to 5, FedLEC achieves a
more substantial accuracy improvement of 16.10% compared
to other algorithms, as incorporating regularization requires
additional epochs for convergence. On the other hand, the op-
timal local epoch number varies across FL algorithms under a
specific label skew. When local epochs reach 10, the accuracy
improvement rate turns marginal for FedLEC and FedNova,
whereas algorithms like FedProx and Scaffold might prefer
fewer local epochs.

Privacy Protection Intensity. We evaluate the perfor-
mance of our privacy protection enhanced FedLEC with the
local differential privacy strategy. In Particular, we set the
noise intensity § = [0,0.1,0.3,0.5,0.7] and the correspond-
ing experimental results are shown in Table 4. We can see that
the performance declines as the noise intensity J grows, while
the performance drop is slight if § is not too large. When 9§
is larger than 0.5, the final accuracy no longer continues to
decrease. Hence, a moderate strength of §, such as 0.1, is de-
sirable to balance FedLEC accuracy and privacy protection.

6 Conclusion

This study addresses the critical challenge of accuracy dete-
rioration in federated SNN learning caused by highly label-
skewed data. The proposed FedLEC addresses the issue
of imbalanced local data distribution by employing a cali-
brated objective function and mitigates the learning bias ex-
acerbated by missing labels through knowledge distillation
for inter-client label alignment. Extensive experiments on di-
verse datasets demonstrate that FedLEC significantly outper-
forms various state-of-the-art FLL approaches in most label-
skewed scenarios. These results highlight the potential of
FedLEC for real-world applications, particularly in energy-
constrained and data-heterogeneous edge environments.
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