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Abstract

In recent years, multi-view clustering (MVC) has
become a promising approach for analyzing het-
erogeneous multi-source data. However, during
the collection of multi-view data, factors such as
environmental interference or sensor failure often
lead to the loss of view sample data, resulting in
incomplete multi-view clustering (IMVC). Graph
contrastive IMVC has demonstrated promising per-
formance as an effective solution, which typically
utilizes in-graph instances as positive pairs and out-
of-graph instances as negative pairs. However,
the construction of positive and negative pairs in
this paradigm inevitably leads to graph noise Cor-
respondence (GNC). To this end, we propose a
new IMVC framework, namely robust graph con-
trastive learning (RGCL). Specifically, RGCL first
completes the missing data by using a multi-view
consistency transfer relationship graph. Then, to
mitigate the impact of false negative pairs from
graph contrastive, we propose noise-robust graph
contrastive learning to mine intra-view consis-
tency accurately. Finally, we present cross-view
graph-level alignment to fully exploit the comple-
mentary information across different views. Ex-
perimental results on the six multi-view datasets
demonstrate that our RGCL exhibits superiority
and effectiveness compared with 9 state-of-the-art
IMVC methods. The source code is available at
https://github.com/DYZ163/RGCL.git.

1 Introduction

With the continuous development of data acquisition meth-
ods, multi-view data [Zhu et al., 2025; Liang et al., 2024;
Xu et al., 2025] could be collected by various devices, in-
cluding cameras, infrared sensors, and audio sensors. As
an unsupervised analysis technique, multi-view clustering
(MVC) [Sun et al., 2024; Li et al., 2023b] aims to compre-
hensively analyze the cluster characteristics by leveraging the
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complementarity and consistency between the different views
of the same instance. Existing MVC methods primarily de-
pend on the assumption of the completeness of multi-view
data. However, due to various uncontrollable factors during
data collection, transmission, or storage, partial data could
be missing, thereby leading to incomplete multi-view prob-
lems. This could disrupt the consistency between different
views and create an imbalance in the available data informa-
tion, which makes incomplete multi-view clustering IMVC)
more challenging.

To handle incomplete multi-view data, a variety of IMVC
methods [Li ef al., 2025; Li et al., 2023c] have been pro-
posed, which could be roughly divided into two principal cat-
egories, i.e., shallow IMVC methods and deep IMVC meth-
ods. Thanks to the powerful feature representation capabili-
ties of deep learning, deep IMVC methods [Xue et al., 2021;
Yuan et al., 2025] can excavate more discriminative repre-
sentations to uncover inter-cluster relationships in incomplete
multi-view data, thereby significantly improving clustering
performance. Therefore, in recent years, deep IMVC [Liu et
al., 2024] has attracted widespread attention from scholars.

To effectively explore the consistency information in in-
complete multi-view data, some IMVC methods [Chao er al.,
2024; Tang and Liu, 2022] identify the cross-view neighbors
through the observed samples and utilize them to estimate the
missing data. However, these methods typically project all
views into a common space to learn inter-view consistency,
which unconsciously neglects view-specific information. To
fully utilize the information from multiple views, some stud-
ies employ predictors [Lin ef al., 2022] and generators to
capture view-specific information. Nevertheless, the gener-
ative paradigm is inherently focused on identifying a unified
representation for the entire multi-view dataset, which may
result in the loss of semantic information that is critical for
clustering. To enhance the consistency and specificity of in-
complete view data, many contrastive learning-based IMVC
methods [Yuan et al., 2024] have been proposed. For in-
stance, COMPLETER [Lin et al., 2021] adopts contrastive
learning to maximize the mutual information between differ-
ent views and proposes dual prediction to recover the missing
data by minimizing conditional entropy. To further excavate
consistency and achieve data restorability, MRL_CAL [Wang
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Figure 1: The motivation and key idea of our RGCL.

et al., 2024b] proposes adversarial learning to restore the
missing data and utilizes contrastive learning to enhance the
consistency of representations. Different from feature-level
contrastive learning, AGCL [Wang et al., 2022] constructs
positive and negative sample pairs based on whether the sam-
ple is in the relationship graph, thereby achieving graph con-
trastive learning. To achieve cluster-level alignment, CGCN
[Wang ef al., 2024c] proposes cross-view graph contrastive
learning to enhance the discrimination of the learned repre-
sentations.

Although existing graph contrastive IMVC methods have
obtained delightful clustering performance, their superiority
is heavily dependent on the assumption of an ideal graph
structure. However, in practice, learning great graph relations
is very challenging. In Fig.1, due to the inherent one-to-many
graph contrastive characteristic and the strict distinction be-
tween positive and negative sample pairs, graph contrastive
MVC inevitably mistakes semantically similar positive pairs
as negative pairs, thus causing Graph Noisy Correspondences
(GNCQ). In brief, GNC represents the false negative problem
(FNP) caused by the noise presented in negative pairs.

To mitigate the aforementioned GNC problems, we pro-
pose a novel IMVC framework, namely Robust Graph Con-
trastive Learning (RGCL). As shown in Fig.2, we first con-
struct relation graphs by the similarities of nearest neighbors
to search for similar samples. Further, based on the basis of
semantic consistency, we adopt a graph transfer module to
impute the missing samples of incomplete multi-view data.
To alleviate the adverse impact of false negative pairs from
graph contrastive, we design a target distribution sharpen-
ing strategy and propose noise-robust graph contrastive learn-
ing to explore intra-view consistency accurately. Finally, we
present cross-view graph-level alignment to extract comple-
mentary information between different views. In general, the
main contributions of this paper are summarized as follows:

* To overcome the negative influence caused by the false
negative pairs, we propose a novel IMVC framework,
namely robust graph contrastive learning (RGCL). To
the best of our knowledge, this could be the first time
to reveal and study a persistent more practical problem
in graph contrastive MVC, dubbed graph noisy corre-
spondence (GNC).

* We propose a novel noise-robust graph contrastive learn-
ing to prevent the interference of false negatives, thereby
embracing the robustness of graph contrastive MVC
against GNC. Moreover, we propose cross-view graph-

level alignment to enhance cross-view consistency and
complementarity.

» Extensive experiments on six popular multi-view
datasets show the effectiveness and robustness of our
RGCL method over state-of-the-art IMVC competitors.

2 Related Work

2.1 Incomplete Multi-view Clustering

In recent years, researchers have proposed numerous incom-
plete multi-view clustering (IMVC) methods. These meth-
ods can be classified into traditional IMVC and deep incom-
plete multi-view clustering (DIMVC). The traditional IMVC
methods can be categorized into four categories: matrix
factorization-based methods [Wen et al., 2024], subspace-
based methods, graph-based methods and kernel learning-
based methods. Owing to the superior representation capabil-
ities of deep neural networks for highly heterogeneous data
[Liang et al., 2025; Sun et al., 2023], DIMVC has progres-
sively emerged as a predominant research direction. DIMVC
methods can be classified into three categories according to
the structure of the deep learning model used: (1) Deep Neu-
ral Network-based methods (DNN), Zhang et al. [Zhang et
al., 2020] employ DNN to cluster learning, thus facilitating
the discovery of the latent structure and information present
within the data. (2)Generative Adversarial Networks-based
(GAN) methods, Wang et al. [Wang et al., 2023] used a GAN
to fill in incomplete data and learn the consistency of multi-
view data through bi-contrastive learning. (3)Autoencoder-
based methods, URRL-IMVC [Teng et al., 2024] employs
autoencoders to extract features from complete data while uti-
lizing inter-view correlations to impute missing data, thereby
enabling the learning of consistent and clustering-friendly
representations.

2.2 Contrastive Learning

Contrastive learning [Liang et al., 2023], due to its power-
ful learning capabilities in areas such as image classification
and deep clustering within computer vision, has become one
of the most popular research topics in unsupervised learning.
The core idea is to optimize the feature space by maximiz-
ing the similarity of positive sample pairs and minimizing the
similarity of negative sample pairs. In DIMVC, contrastive
learning effectively increases the compactness of samples
within clusters and the separation between clusters. CC [Li
et al., 2021] introduces a novel online contrastive clustering
method that leverages data augmentation to generate positive
and negative sample pairs, enabling the alignment of instance
features and the separation of clusters through contrastive
learning. MCMVC [Geng er al., 2022] and Dealmvc [Yang
et al., 2023] adopt a dual contrastive learning approach, em-
ploying instance-level and class-level contrastive learning to
ensure consistency across views. However, traditional con-
trastive learning fails to fully exploit the local structure in
incomplete multi-view data. To solve this problem, UGCF
[Wang et al., 2024a] proposed a unified graph contrastive
learning framework, which recovers the missing data through
the relationship saved in the view, and then performs graph
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Figure 2: The framework of the proposed RGCL. First, RGCL employs the autoencoder to learn the specific embedding representation Z¥
for each view X¥. Further, the complete relation graph G is constructed based on Z". Then, we propose noise-robust graph contrastive
learning to reduce the influence of false negative pairs. Finally, we present a graph-level alignment strategy to fully use the complementary

information between different views.

contrastive learning on the unified graph to improve the dis-
crimination of features. Unlike existing studies, we reveal
the graph-noise correspondence problem in IMVC. Further,
we propose a robust graph contrastive learning framework to
mitigate the impact of false negative pairs.

3 Method
3.1 Notations

For the IMVC task, our goal is to recover the missing data
from different views to group the given incomplete dataset
X = {X*',..., XV} with V views into different C' clus-
ters. Formally, we denote XV = {z¥,...,x%} € RV*d
as the IV sample data from the v-th view, where d, and x}
represent the feature dimension and ¢-th sample from the v-
th view, respectively. Note here, we use the mask matrix
MY = {M?,...,M§} € RY to represent the available and
missing case of N samples from the v-th view. Specifically,
MY = 1 indicates that there exists the i-th sample from the
v-th view, otherwise, the corresponding sample is missing.
To achieve IMVC, we first construct a relationship graph
for multi-view data to represent the similarities between the
samples. However, since some views have missing data, we
cannot construct a complete relationship graph by calculating
the distance between the two views. To this end, according
to [Wang er al., 2022], we adopt the cross-view relationship
graph transfer scheme to fill in the missing data, thereby con-
structing a complete relationship graph. As shown in Fig.3,
for the missing data xf from the 2-th view, we can fill in
the missing data by the relational graph of the correspond-
ing sample z} from the 1-th view. Specifically, we first a K-
nearest relational graph for x?, i.e., G} = {wgl, ey w%K},
where K is the number of nearest neighbors. Then, we can
utilize G} to obtain the transfer relational graph G?. Since

some neighbor samples of 7 in G? are missing in the sec-
ond view, we remove these missing neighbor samples to ob-
tain the most accurate transition relationship graph, G? =
{},,...,«! , }. Finally, we can calculate the mean of sam-

ples in the transferred relational graph G} = {x},,...,=! , }

to complete the missing data . Mathematically, when

M} = 0, the missing sample could be formalized as follows:

LXK
:?E Tk, (1)
k=1

where ), is the k-th sample in the transferred relation graph
G?. x7 1s the filled sample for the missing data ;.

3.2 Overview of RGCL

In this paper, we propose a new graph contrastive IMVC
framework, namely RGCL. As illustrated in Fig. 2, RGCL
first constructs the relation graph G and further uses graph
transfer to complete the missing samples. Then, an autoen-
coder is used to encode the multi-view data X" into the em-
bedded representation Z*, which is reconstructed into the

Tad

GE= G} \} I Remove missing [ ]
— — 2 neighbor in view2

Figure 3: This is the process of completing data in incomplete multi-
view datasets using relationship graphs.
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negative pairs, we design the target distribution sharpening
to achieve noise-robust graph contrastive learning and cross-
view graph-level alignment, thereby endowing the robust-
ness against GNC. In summary, the total loss function of our
RGCL could be expressed as follows:

L=Lrec +alnce+ BLcga+ Lcoru, 2

where Lrec, Lnaco, and Loga are multi-view reconstruc-
tion loss, noise-robust graph contrastive loss, and cross-view
graph-level alignment loss, respectively. « and (3 are two
hyper-parameters.

3.3 Multi-view Reconstruction

To obtain the view-specific representations, we employ the
widely used multi-view reconstruction loss to learn more
cluster-friendly representations from multi-view data. Specif-
ically, after the multi-view completion, we first use the spe-
cific encoders Ej.(.) to extract the embedding representa-
tions 2z} for the v-th view, which is formulated as:

z) = Egu (27), ©)

where 0V is the parameters of the encoders Ej, (.). Note here
that 2} € RS, where C is the number of clusters. Then,
we adopt the specific decoders to obtain the reconstruction
samples &7, i.e.,

&) =Dy, (2})

z n

= Dy (Eg. (7)), “

where 7" is the parameters of the decoders D). (.). Therefore,
the total multi-view reconstruction loss can be written as:

vV N
v\ 5 (|12
zi — (1 - M, ):c2||2

Lrec = LNZZ L —
o )

In other words, when M = 1, the multi-view reconstruc-
tion focuses on minimizing the reconstruction error of x;. If
MY = 0, it minimizes the bias in reconstructing &; .

3.4 Noise-robust Graph Contrastive Learning

To mitigate the adverse effects caused by false negatives
in graph contrastive IMVC, we propose noise-robust graph
contrastive learning, which leverages a relational graph to
sharpen the target distribution, thereby endowing the robust-
ness of the noise-robust graph contrastive learning. Specifi-
cally, in the training stage, we first use the K-Nearest Neigh-
bors to construct a relational graph G} = {z}1, ..., 2}k } for
the learned embedding representations z;. In order to pre-
vent semantically similar positive pairs from being mistaken
for negative pairs, we propose the concept of semi-positive
pairs. To be specific, for each representation, we consider the
samples in the same relationship graph to be absolute positive
pairs, while outside the relational graph but have high similar-
ity to be semi-positive pairs. The samples with low similarity
outside the relational graph are regarded as negative pairs.
Inspired by [Zheng er al., 2021], we design a target dis-
tribution sharpening strategy to measure the similarity of
semi-positive pairs, which could prevent the introduction

of false negative pairs. The similarity distribution s”’c =

[sek svF ... s%] € RN~! between semi-positive samples
can be represented as:
v v
ok _ it - exp (2k - 201 /0)

(6)

mm

N b
> j=1 Lizj - exp (25 z} /0)

where sz, zfnk, and z;k represent the embedding represen-

tations in the relational graphs of z¥, z;,, and z7, respec-
tively. Note here that z7 , and z7 are in the same mini-
batch. To maintain the dommant role of absolute positive
pairs in noise-robust graph contrastive learning, we set the
similarity of the absolute positive pairs to 1. Then, we joint
the similarity distribution s¥* and the similarity of the abso-
lute positive pairs to obtain the target similarity distribution

vk __ vk vk vk N
wy® = [wiy, wi, .., wiv] € RY, de

Wl = XDy + (1= N) - 508 (7)

m?
where 1,_,, denotes the indicator function, i.e. 1,—,, = 1
when ¢ = m, otherwise 1,—,, = 0. X is the weighting factor
and is fixed as 0.5 in our paper.

To bring absolute positive pairs and semi-positive pairs
closer while separating negative pairs, we hope to minimize
the divergence between the predicted similarity distribution
pY* and the target similarity distribution w?*. Specifically,
we first construct the predicted similarity distribution py*
by calculating the similarity between 2z and the relationship
graph z? , within the same mini-batch. Thus, we can obtain
the predicted similarity distribution as follows:

ok exp(=] -z, /0)
Pim = &N : ®)
ijl exp (z} - z5 /o)
The temperature parameter ¢ is used to adjust the predicted
similarity distribution pfk, where ¢ > 6 makes the con-
structed predicted similarity distribution smoother. Clearly,
we can obtain p¢* = [piF, pik, ..., pk] € RN
In general, we could assume that samples situated within
the same relational graph and those situated outside it with
high similarity should be pulled closer together. That is to
say, absolute positive pairs and semi-positive pairs should
be pulled closer together. Conversely, samples situated out-
side the same relational graph with low similarity should be
pushed apart. By treating samples with high similarity from
different relational graphs as semi-positive pairs, L¥ can ef-
fectively use the repulsion effect of negative pairs. At the
same time, it avoids overly penalizing negative samples that
are semantically similar to positive samples, thereby enhanc-
ing the discriminative power of the embedding representa-
tions. Therefore, the loss function Lf could be calculated by
the cross-entropy between w¥ and p¥, i.e.,

:—fZZw log (pir) . )

v=1m=1

Finally, the total noise-robust graph contrastive learning loss
can be described as follows:

N K
I D (10)

i=1 k=1
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3.5 Cross-view Graph-level Alignment

To fully exploit the inter-view complementarity information,
we propose cross-view graph-level distribution alignment.

Specifically, the cross-view predicted distribution /% =
[chmk cohk . cVF] can be expressed as follows:
h
exp (27 - 2", /o)
hk
colk — Lm ) 11)

Sy exp (27 - 2l /o)

h . and z?k represent the relationship graphs of 2/

where Z 0k
and z!!, respectively.

According to Eq.7, the cross-view graph-level target dis-
tributions w/** are obtained from different relational graphs.
The predictive distribution of the cross-view ¢/"* and the
target distribution of the cross-view graph w!* are aligned
by cross-entropy to achieve the alignment of the cross-view
graph-level distribution. The loss function L?* is as follows:

Lok = ~ Z Z Lozn - wiE log (cihF) . (12)

h=1m=1

By extending Eq.12 from z; to the entire dataset, the final
cross-view graph-level alignment loss can be written as:

N V K

Lega = WZZZE“ (13)

=1 v=1k=1

In summary, this cross-view graph-level alignment can ef-
fectively ensure the distribution of ¢/* aligns with w!*,
thereby fully leveraging the complementary information be—
tween views.

3.6 Implementation

The overall training process of our proposed method mainly
contains two stages, i.e., warm-up and fine-tuning. The
warm-up stage is summarized in the supplementary material.
Afterward, we fine-tune the network during the second-stage
training using clustering loss. Specifically, to obtain cluster-
ing predictions, a parametric mapping is employed for each

7, thereby resulting in the generation of soft clustering as-
51gnments represented by the variable ¢;;. Here, 7 denotes
the centroid of the j-th cluster in the v-th view, while ¢;; indi-
cating the probability of the embedding representation z; be-
ing assigned to the j-th cluster. Given that the embedding rep-
resentations of different views for a given sample exhibit sim-
ilarity following learning, a fusion representation, denoted by
z7,1s obtained by summing these embedding representations.
Where p; denotes the center of the fusion representation 2z
and ¢;; denotes the probability that the fusion representation
z; is assigned to the j-th cluster. Then, the assignment prob-
ability with the highest probability value is selected as the
high-confidence assignment probability g;;:

P et [
Diem (L l27 = )

7 C(1+||z;‘—u;*-\|2)—1 (14)
Do (WA [[2F = pel]®)~1

qij = max{qqu'ja e 7q}§-7q;}},

v

where 7 and p are initialized on 2z’ and z; by K-means
[Vassilvitskii and K-means+, 2006], respectively. Q = [q;‘j]
is the distribution of high-confidence assignment probabili-
ties. P represents the high-confidence target distribution of
@, which could be computed by the following formula:
N
. qi2j/ > iz1 G
20:1(qic/ Zi:1 Tic)

Finally, following [Xu er al., 2022], we fine-tune the network
by using a clustering loss based on KL divergence to obtain
the final clustering results. By adjusting () to make it as close
as possible to P, high-confidence predictions are used to gen-
erate representations more suitable for clustering. In conclu-
sion, we obtained a more discriminative fused representation
z*. The clustering loss can be expressed as follows:

ZZpUlogp”. (16)

=1 j=1

Loy = KL(P||Q) =

4 Experiments

4.1 Datasets

In this section, we evaluate the performance of the proposed
method on the six multi-view datasets, including HandWrit-
ten [LeCun et al., 1989], COIL20 [Nene et al., 1996], BDGP
[Cai et al., 2012], LandUse-21 [Yang and Newsam, 2010],
ALOI-100 [Geusebroek et al., 2005], and AWA [Romera-
Paredes and Torr, 2015]. The details of all multi-view datasets
we illustrate in the supplementary material.

4.2 Baselines and Metrics

To evaluate the effectiveness of our RGCL, we compare it
with nine state-of-the-art IMVC methods, i.e., CDIMC-Net
[Wen et al., 20201, COMPLETE [Lin et al., 2021], SURE
[Yang er al., 2022], ProImp [Li er al., 2023al, DCP [Lin
et al., 2022], APADC [Xu et al., 2023], CPSPAN [Jin et al.,
2023], ICMVC [Chao ef al., 2024], and IMVC-IE [Huang et
al., 2024]. In our experiments, we adopt three popular evalu-
ation metrics (i.e., ACC, NMI, and ARI) to comprehensively
assess the effectiveness of these methods.

4.3 Experimental Settings

In our experiments, we use full connected layers to construct
the view-specific autoencoders. To be specific, the view-
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Figure 4: The performance on two datasets with different missing
rates.
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HandWritten COIL20 ALOI-100 BDGP LandUse-21 AWA
Metrics ACC NMI ARI ACC NMI ARI ACC [ NMI [ ARI ACC NMI ARI ACC [ NMI ARI ACC NMI [ ARI
CDIMC-Net(IICAI'20) 7430 70.80 59.17 | 80.48 8857 7745 | 3537 5976 1249 | 6540 49.60 3418 | 22.61 31.87 10.75 | 5035 63.85  36.66
COMPLETER(CVPR’21) | 71.55 77.18 6324 | 3743 5845 29.21 | 21.85 5739 1423 | 51.55 4191 1398 | 21.88 2929 1096 | 2563 4588 17.70
SURE(TPAMI’22) 7385 6222 5343 | 61.04 7645 5223 | 3371 7134 2170 | 58.00 3597 27.65 | 2452 2848 1093 | 3422 5261 2693
ProImp(IJCAI’23) 8245 80.21 7295 | 72.08 80.15 6529 | 62.80 78.05 50.17 | 96.62 90.79  92.03 | 2481 2833 11.84 | 3898 5198 28.07
0.1 DCP(PAMI’23) 72770 76.51 5698 | 53.54  72.18 4222 | 23.18 58.60 13.27 | 48.06 4551 18.71 | 25.11 3129 1203 | 27.18 47.00 17.79
) APADC(TIP’23) 81.23 7881 7138 | 63.40 7357 5254 | 3632 64.61 22.01 | 39.31 2231 6.84 17.34 2433 534 34.05 48.61 2281
CPSPAN(CVPR’23) 87.15  79.59 7447 | 66.74 7830 59.84 | 54.85 7480 4141 | 90.44 7778 77.08 | 21.05 3025 10.65 | 4729 60.23  37.37
ICMVC(AAAI'24) 84.18 8297 7687 | 7839 87.04 7550 | 61.05 7856 48.13 | 90.42 8451 83.15 | 2632 30.07 13.51 | 45.08 61.82 3553
IMVC-IE(ICASSP’24) 65.05 5450 4511 | 46.66 53.88 33.06 | 3853 63.50 26.89 | 90.76 75.62 7851 | 21.76 2405 8.89 2492  39.65 2374
RGCL(Our) 9230 8571 83.88 | 84.51 90.83 82.63 | 71.41 8224 59.38 | 9740 9137 93.64 | 28.24 3431 13.80 | 59.92 68.87 49.82
CDIMC-Net(IICAT’20) 6440 6413 4372 | 76.13 8491  70.10 | 2857 5557 1245 | 7392 67.60 62.62 | 21.57 32.14  9.60 4742 5930 3344
COMPLETER(CVPR’21) | 7521 73.04 55.10 | 56.89 7228 44.88 | 22.14 56.66 1137 | 49.46 4433 1747 | 2209 29.18 10.50 | 23.72 4286 1547
SURE(TPAMI'22) 80.35 67.88  63.05 | 50.69 7336 4920 | 29.82 67.75 19.86 | 62.52 56.16 4484 | 26.19 2985 12.10 | 2728 2428 21.21
Prolmp(IJCAI'23) 81.60 79.31  71.19 | 7236  79.12 5920 | 60.53 76.73 48.67 | 82.84 71.61 67.19 | 2486 2838 11.84 | 37.66 50.83 25.34
03 DCP(PAMI’23) 7159  79.07 6375 | 5896 7292 4738 | 2276 57779 1148 | 4626 41.17 1445 | 2432 3045 12.11 | 24.65 4403 16.19
” APADC(TIP23) 3191  47.61 1734 | 1680 21.52 4.87 43.09 3341 11.02 | 33.10 62.67 2336 | 1680 21.54 4.87 3191 4761 17.34
CPSPAN(CVPR’23) 86.70 7843 7347 | 66.88 7831 58.70 | 48.69 69.81 34.01 | 91.96 7831 80.70 | 24.67 3130 11.73 | 49.92 6099 3891
ICMVC(AAATI'24) 81.95 7936 7225 | 7771 86.15 7466 | 6198 7840 4730 | 80.67 7297 69.48 | 26.14 29.11 12.24 | 4820 6256 3828
IMVC-IE(ICASSP’24) 46.98 4698 40.36 | 3340 3751 1426 | 38.06 6183 2576 | 79.52 5330 5588 | 19.76 1920 6.45 2485 39.88 22.09
RGCL(Our) 90.95 7941 7538 | 8347 89.66 81.03 | 69.23 81.02 5693 | 93.52 81.55 84.58 | 28.10 34.73 14.77 | 57.66 64.03  45.04
CDIMC-Net(IICAT’20) 50.90 5217 3339 | 57.86 71.80 4628 | 24.17 5243 885 56.16 3325 2444 | 2061  30.69 9.56 4144 5529 2775
COMPLETER(CVPR’21) | 66.60 6859 4295 | 58.64 7475 49.31 18.69 52.80 1043 | 48.17 3897 1501 | 2097 2544 948 2385 43.68 15.03
SURE(TPAMI'22) 80.10  69.03  63.69 | 44.17 69.15 43.62 | 2894 6729 20.04 | 56.24 3325 2586 | 2400 2750 10.64 | 2891 42.11 19.57
Prolmp(1JCAI’23) 75.00 7461  66.06 | 67.57 7842 60.50 | 57.00 74.18 4449 | 90.12 7566 77.14 | 22.67 2676 10.18 | 3636 47.62 2271
05 DCP(PAMI’23) 7143 7540 57.12 | 5868 7357 50.06 | 21.50 5638  8.96 47.64 3997 1396 | 2325 28.81 948 24.14 4315  14.60
i APADC(TIP’23) 7035 6896 57.00 | 51.85 65.67 4130 | 30.53 6096 2192 | 3526 2351 428 17.39 2231  5.61 3454 4755 19.26
CPSPAN(CVPR’23) 7995 7394 6599 | 7479 8186 6672 | 5148 69.62 3790 | 76.48 61.55 5573 | 2457 31.13 9.3 52.81 6342 4247
ICMVC(AAAT'24) 7492 7184 63.13 | 77.17 8517 7371 | 6027 7682 4488 | 79.40 6752 6496 | 25.14 2694 1146 | 4793 60.21  36.11
IMVC-IE(ICASSP’24) 5825 4341 3526 | 2881 3254 1151 | 3439 6055 2330 | 71.44 4046 42.07 | 1680 14.28 420 21.58 3633 2141
RGCL(Our) 86.50 79.10 7446 | 82.77 8854 79.88 | 70.23 80.10 5691 | 91.52 7674 80.14 | 27.76  33.63 13.94 | 53.99 60.60  40.50
CDIMC-Net(IJCAI’20) 49.35 5315 2898 | 5520 7247 4451 | 2592 5528 10.54 | 3624 1831 856 2023 2535 7.90 37.00 5133 24.07
COMPLETER(CVPR’21) | 78.77 7382 62.44 | 59.11 7337 50.72 | 19.31 53.18 7.68 4249 3841 14.57 | 20.65 2543 7.96 2253 4063  14.68
SURE(TPAMI’22) 79.15  67.13 6199 | 4493 6382 4032 | 36.19 6492 1560 | 5372 38.66 29.86 | 23.38 2729 9.72 3055  46.10  20.18
ProImp(IJCAI’'23) 7840 7401 67.16 | 70.89 7825 6226 | 5584 7398 44.02 | 6544 5436 4454 | 2329 26.00 9.79 3475 4734 2315
07 DCP(PAMI’23) 66.31  68.17 43.10 | 5696 7233 3575 | 2088 5447 8.10 39.82 3095 719 19.74  26.88 4.99 2324  41.02 1455
: APADC(TIP23) 5350  63.69 4584 | 4343  59.11 3207 | 2659 56.60 1689 | 37.64 2436 532 1592 2042 445 3274 4457 1785
CPSPAN(CVPR’23) 77.55 7058 63.89 | 67.15 7878 59.69 | 4591 66.50 31.16 | 7456 54.68 4997 | 2585 32.08 1137 | 41.16 54.61  30.01
ICMVC(AAAI'24) 7238  69.77 5952 | 77.01 8441 73.13 | 50.50 71.12 3875 | 75.18 5898 55.75 | 21.64 25.63 820 4225 5578 3175
IMVC-IE(ICASSP’24) 67.65 5398 4587 | 2770 2632 10.01 | 3432 60.08 22.80 | 73.04 4635 46.60 | 1938 19.00 6.17 19.88  29.88  18.31
RGCL(Our) 83.15 7423 6850 | 77.50 8512 73.29 | 66.24 77.31 52.27 | 83.52 62.04 63.80 | 2629 3183 12.00 | 50.21 56.68  34.52

Table 1: Performance comparison across six datasets with four distinct missing rates. The best results are highlighted in black.

specific encoder and decoder layers are configured with di-
mensions of (0.8d,, 0.8d,, 1500, C) and (C, 1500, 0.8d,,
0.8d,, d,), respectively. Note here, d,, and C' represent the
feature dimension from each view and the number of clus-
tering categories, respectively. We set the temperature pa-
rameters to ¢ = 0.1 and # = 0.05. To evaluate the perfor-
mance for incomplete multi-view data, we randomly set the
instances with a certain ratio (i.e., [0.1, 0.3, 0.5, 0.7]) as the
missing pairs. For all experiments, we employ a Linux plat-
form equipped with an NVIDIA RTX 4090 GPU and 32GB
of memory, using PyTorch version 2.3.0.

4.4 Experimental Analysis

The experimental results on the six datasets are shown in
Tab.1. To visually illustrate the performance trends exhib-
ited by each method as the missing rate varies, we plot the
Fig.4. By analyzing the data in the above tables and figures,
the following conclusions can be drawn:

e In six datasets, our RGCL method outperforms nine

Dataset |HandWritten| COIL20 BDGP |LandUse-21| ALOI-100 AWA

MR 03] 07 [03]07[03]07[03]0703]07][03]07

RGCL-1
RGCL-2
RGCL-3
RGCL-4

83.25 79.00
90.50 82.95
89.30 82.85
90.95 83.15

78.06 69.37
81.94 72.29
79.37 74.24
83.47 77.50

80.48 63.60
84.48 80.44
88.84 69.40
93.52 83.52

21.81 22.95
27.71 25.67
27.29 24.24
28.10 26.29

38.21 38.22
62.01 61.54
48.40 50.93
69.23 66.24

49.70 42.73
56.12 47.89
54.60 46.93
57.66 50.21

Table 2: Ablation studies on six datasets with different missing rates,
where MR indicates the missing rates.

other IMVC methods in most cases, demonstrating
higher overall metrics. Specifically, on the ALOI-100
dataset with a 0.7 missing rate, RGCL achieves signifi-
cant performance gains over the best baseline, Prolmp.
It improves ACC by 10.4%, NMI by 3.33%, and ARI
by 8.25%.In contrast, the performance of other meth-
ods tends to decline significantly. This indicates that
the RGCL is more accurate in representing incomplete
multi-view data and identifying cluster relationships.

Compared to several baselines based on contrastive
learning, RGCL shows superior performance in clus-
tering for all missing rates. On the BDGP dataset
with a 0.1 missing rate, RGCL achieves a 45.85% im-
provement in ACC over COMPLETER and a 6.64%
improvement over IMVC-IE. Moreover, as the missing
rate increases in the incomplete multi-view dataset, the
performance improvement of all evaluation metrics be-
comes more obvious. The results show that the proposed
noise-robust graph contrastive learning effectively alle-
viates the impact of false negative pairs. Additionally,
the cross-view graph-level alignment fully leverages the
complementary information between views.

On all datasets, RGCL shows lower variability in ACC,
NMI, and ARI values as the missing rate increases, re-
flecting the stability of the model. In comparison to
methods such as DCP and CPSPAN, RGCL demon-
strates smoother values, indicating its broad applicabil-
ity across various multi-view datasets and resilience to
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Figure 5: Parameter sensitivity analyses on the two datasets with 0.3 missing rate.
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Figure 6: Visualization results on HandWritten with 0.5 missing rate.

data fluctuations.

4.5 Ablation Study

To investigate the importance of each component in RGCL,
we conduct an ablation study by isolating Lrec, LcLus £nGes
and Lcga to verify their significance. As shown in Tab.2,
four sets of experiments were conducted with different miss-
ing rates on six datasets. Here, RGCL-1 represents the use
of components Lrgc and Lcpy, RGCL-2 represents the use
of components Lrec, Lcru, and Lyge, RGCL-3 represents
the use of components Lrgc, Lcru, and Lcga, and RGCL-4
represents the use of all components. The results from these
experiments indicate that Lgrgc and Lcpy plays a critical role
in the autoencoder. Nevertheless, adding either Lngc or Lcega
further improves performance, suggesting that both Lygc and
Lcca support learning cluster-friendly representations. Opti-
mal performance is achieved when all three losses are uti-
lized. It is proved that Lngc mitigates the adverse effects
of false negatives, thereby preventing semantic information
loss. Meanwhile, Lcga maximizes the utilization of comple-
mentary information across views.

4.6 Parameter Sensitivity Analysis

In this section, we first analyze the effect of the two hyperpa-
rameters (i.e., & and 3) in our loss on the whole model, we
conduct parameter sensitivity analysis on the COIL-20 and
BDGP datasets. Specifically, we set the missing rate to 0.5
and vary the parameter range from 0.001 to 0.05. As shown
in Fig.5(a)-(b), excessively large or small parameter values
adversely affect clustering performance.

Further, we analyze the effect of parameter A on solving the
false negative problem. In Fig.5(c)-(d), the ACC results of the
parameter A\ from 0.1 to 1 process are presented. The over-

all trend of ACC shows a gradual increase at first, followed
by a subsequent decrease. The parameter A can balance the
relationship between positive sample pairs and semi-positive
sample pairs. It shows that noise-robust graph contrastive
learning can effectively mine the information beneficial to
clustering in false negative samples, thereby alleviating the
false negative problem. Thus, based on the analysis of the
experimental results, we obtain the optimal value of A,av and
B,i.e. A = 0.5, a=0.005 or 0.01, and 5=0.005 or 0.01.

4.7 Visualization

To illustrate the clustering advantage of RGCL, we compare
it with three state-of-the-art methods (APADC, ICMVC, and
CPSPAN) on the HandWritten dataset with 0.5 missing rate.
As shown in Fig.6, ICMVC shows large intra-cluster and
small inter-cluster dispersion, while RGCL achieves more
compact intra-cluster and more dispersed inter-cluster distri-
butions, highlighting its superior clustering capability.

5 Conclusion

In this paper, we reveal and study a practical graph noisy cor-
respondence (GNC) in the field of graph contrastive IMVC.
To be specific, graph contrastive learning could lead to false
negative pairs caused by the inherent one-to-many graph con-
trastive characteristic. To overcome this problem, we propose
a novel robust graph contrastive learning framework (RGCL)
for IMVC. Specifically, RGCL first completes the missing
data through the multi-view consistency transition relation-
ship graph. Afterward, we propose noise-robust graph con-
trastive learning to reduce the effect of false negative pairs.
Finally, we design a cross-view graph alignment to exploit
view complementarity. Extensive experiments confirm the
superiority of RGCL over existing IMVC methods.
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