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Abstract
Human–AI collaboration is increasingly integral to
a variety of domains where creative ideation un-
folds in iterative cycles, yet most existing stud-
ies evaluate AI-generated concepts in a single step.
This paper addresses the gap by investigating “Cre-
ative Momentum Transfer”—how the timing (early
vs. late) and labeling (AI-labeled vs. unlabeled) of
AI prompts shape multi-round human ideation. In
a between-subjects experiment (N = 247), partic-
ipants proposed solutions for plastic pollution over
two rounds, with AI suggestions introduced either
at the outset or mid-process and labeled explicitly
or not. Results reveal that early AI prompts in-
crease overall creativity but induce stronger anchor-
ing, whereas late AI prompts trigger a mid-round
pivot that fosters more divergent thinking yet still
boosts final outcomes compared to a no-AI control.
Labeling amplifies both subjective and objective
adoption of AI ideas, although most participants
could detect AI sources even when unlabeled. Fur-
thermore, qualitative interviews highlight nuanced
perspectives on perceived ownership, authenticity,
and the ways in which labeling triggers deeper
scrutiny of the AI’s style. By demonstrating that
baseline creativity moderates these effects more ro-
bustly than trust in AI, this study advances our the-
oretical understanding of multi-round human–AI
synergy while offering design guidelines for next-
generation creativity support systems. We discuss
how user-centered design can balance rapid con-
vergence (via early AI) with strategic pivot oppor-
tunities (via late AI) and weigh transparent label-
ing against ethical considerations of authorship and
user autonomy.

1 Introduction
Generative AI tools—ranging from large language mod-
els to diffusion-based image generators—now produce out-
puts with near-human or even superior performance in do-
mains such as marketing, product ideation, and technical

∗Corresponding author: Guangrui Fan

writing [Epstein et al., 2023; Kwon et al., 2024; Reeves
and Sylvia IV, 2024]. By rapidly generating novel ideas,
these systems have heightened interest in human–AI collab-
oration, where people can leverage AI’s breadth of knowl-
edge while preserving human judgment and ethical discre-
tion [Fui-Hoon Nah et al., 2023; Ma et al., 2024]. Despite
the wealth of research on AI-assisted creativity, most existing
studies focus on single-step or one-off comparisons—for ex-
ample, assessing whether AI ideas are more or less creative
than solely human-generated ones [Doshi and Hauser, 2024;
Burton et al., 2024].

However, genuine creative endeavors typically unfold
iteratively, with ideas introduced, refined, or reoriented
across multiple rounds of brainstorming or problem-
solving [Tolkamp et al., 2023; Zamani et al., 2022]. A sin-
gle AI-generated suggestion rarely remains static—its influ-
ence can build over time as people adapt or diverge from it
across multiple ideation phases. Yet we lack a systematic
understanding of how the timing (e.g., early vs. late intro-
duction) and labeling (explicitly tagged as “AI-generated” vs.
presented without attribution) of these prompts might shape
multi-round ideation.

To address this gap, we propose the concept of “Creative
Momentum Transfer,” describing how AI-generated inputs
can anchor or redirect human thinking over successive rounds
of idea development. Our framework builds on cognitive an-
choring theory [Tversky and Kahneman, 1974] and the Sys-
tem I vs. System II model [Kahneman, 2011]: early AI sug-
gestions may spark fast (System I) assimilation but increase
the risk of anchoring, whereas later AI prompts might allow
individuals to explore independently first (System II delib-
eration) and then “pivot” upon encountering external ideas.
Furthermore, labeling—explicitly identifying a suggestion as
machine-generated—can alter acceptance, trust, and sense of
authorship [Brachman et al., 2022].

Although co-creative arts (e.g., music composition, visual
arts) exemplify the potential of multi-round human–AI col-
laboration [Rezwana and Maher, 2023], the impact of timing
and labeling also extends to broader contexts such as prod-
uct design, scientific inquiry, and educational tools, where it-
erative refinement is common. From a human-centered AI
perspective, understanding how and when users incorporate
AI prompts is crucial to designing systems that balance rapid
ideation with transparency and respect for user autonomy.
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These considerations address the broader goal of developing
AI-driven solutions that are beneficial, adaptable, and ethi-
cally responsible.

In this research, plastic pollution serves as an illustra-
tive domain precisely because tackling it requires sustained,
multi-pronged solutions—mirroring the ongoing, iterative
nature of real-world creativity. By examining how AI sugges-
tions influence multiple rounds of ideation on a problem that
demands both imaginative range and practical feasibility, we
offer insights that can transfer to other high-stakes domains
such as engineering design or public policy.

Importantly, we do not merely measure the creativity of AI
prompts but scrutinize the iterative synergy and user adapta-
tion over multiple rounds, capturing how timing and labeling
jointly shape the creative momentum. In so doing, we also
highlight the broader ethical and human-centered design im-
plications of well-timed, well-labeled AI contributions—an
issue of growing societal significance when dealing with real-
world challenges that demand responsible AI transparency
and user autonomy. By situating our investigation in an
ecologically valid challenge—plastic pollution—we not only
demonstrate the iterative synergy that arises from AI prompt-
ing but also reflect on how such prompting might scale to
address broader societal and industrial innovation.

In this paper, we bridge insights from computational cre-
ativity [Boden, 2008; Lamb et al., 2018] and empirical stud-
ies of user behavior to offer three main contributions:

• We introduce Creative Momentum Transfer as a uni-
fying lens to understand how timing and labeling of
AI suggestions shape iterative ideation, distinguishing it
from related phenomena such as cognitive anchoring or
algorithmic inspiration.

• We employ a between-subjects design that systemati-
cally manipulates timing (early vs. late AI introduction)
and labeling (AI-labeled vs. unlabeled) across multiple
rounds. Further, we incorporate semantic distance met-
rics to quantify whether participants adopt, adapt, or di-
verge from AI suggestions over time.

• We reveal how early AI prompts foster higher creativity
but stronger anchoring, while late AI prompts can trig-
ger a mid-process pivot—potentially yielding more rad-
ical reorientation. We also find that labeling amplifies
both perceived and actual reliance on AI, with baseline
creativity emerging as a key moderator. These findings
highlight practical strategies for engineering AI-driven
ideation tools and underscore the need to balance ethical
transparency with user acceptance.

2 Related Work & Research Questions
2.1 Human vs. AI Creativity
Over the past decade, generative AI models (e.g., GPT-based
LLMs, diffusion frameworks) have sparked renewed debates
about machine vs. human creativity [Farina et al., 2024;
Dwivedi and Mahanty, 2023]. From a computational cre-
ativity perspective [Boden, 2008; Lamb et al., 2018], such
models can approximate exploratory or transformational pro-
cesses at scale, rapidly producing outputs that appear novel.

However, they lack the intentionality and personal meaning-
making typically associated with human-driven ideation [Pol-
ster et al., 2024]. Consequently, human–AI collaboration
is increasingly seen as a strategy to leverage AI’s strengths
(speed, breadth of knowledge) while retaining crucial ele-
ments of human judgment and ethical reasoning [Ali Elfa and
Dawood, 2023].

Despite these advancements, most comparative research
evaluates human vs. AI-generated ideas in a single-step fash-
ion [Braun et al., 2024; Ragot et al., 2020]. This overlooks
the iterative nature of creativity, where ideas emerge, re-
fine, or radically shift across multiple rounds. Indeed, multi-
round human–AI engagements (e.g., brainstorming, iterative
design) often prove more fruitful than one-off interactions.
Understanding how AI suggestions shape creative directions
over time remains a critical gap—particularly when timing
(early vs. late) and labeling (explicit vs. implicit source attri-
bution) may determine whether users are anchored to the AI’s
initial ideas or free to pivot later.

2.2 Iterative / Sequential Creativity
Models of iterative creativity suggest that humans cycle be-
tween divergent (expansive) and convergent (selective) think-
ing [Sawyer and Henriksen, 2024]. Empirical studies indicate
that multiple rounds of refinement can boost both the novelty
and practicality of ideas [Dean et al., 2006; Paulus and Yang,
2000; Harvey, 2014]. Moreover, anchoring effects [Furn-
ham and Boo, 2011] show that early prompts—whether nu-
merical estimates or initial design concepts—can bias sub-
sequent thinking. Conversely, introducing new stimuli late
can spark a “pivot” [Dörner and Funke, 2017], prompting re-
evaluation and potentially more radical exploration. While
these phenomena are recognized in cognitive and organiza-
tional research, systematic investigations of when (timing)
and how (labeling) AI suggestions affect iterative ideation re-
main sparse, particularly in a human-centred AI context.

2.3 Labeling, Trust, and Ethical Dimensions
Labeling—explicitly identifying an idea as “AI-
generated”—is central to user perception and adop-
tion [Dietvorst et al., 2015a; Bankins et al., 2024]. Users
who trust AI may accept labeled suggestions more readily,
whereas those skeptical of algorithms might dismiss them.
Conversely, presenting suggestions as “from other contribu-
tors” can circumvent “algorithm aversion” [Dietvorst et al.,
2015b], but may create ethical dilemmas about transparency
and authorship if participants later learn the true source. In
human-centred AI systems, balancing transparency (e.g.,
proper labeling) with user acceptance (e.g., avoiding negative
biases) is crucial, yet we lack robust data on how these
factors play out iteratively—across multiple rounds of idea
development.

2.4 Research Questions
To address the aforementioned gaps, we introduce Creative
Momentum Transfer: the cumulative effect of AI sugges-
tions on human ideation as those suggestions are integrated,
adapted, or resisted across multiple rounds. Our framework
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builds on the interplay between System I (fast, intuitive adop-
tion) and System II (deliberative, reflective thinking) pro-
cesses, as well as empirical insights on cognitive anchor-
ing. Specifically, we posit that early AI prompts may lead
to swift synergy yet risk entrenched anchoring, whereas late-
introduced suggestions can preserve initial user-driven explo-
ration and potentially provoke a mid-process pivot toward
new directions. Additionally, labeling emerges as a key de-
sign variable, since explicitly tagging ideas as “AI-generated”
may boost acceptance among users who trust AI but discour-
age those who harbor algorithmic skepticism; conversely, un-
labeled suggestions can avoid immediate aversion but create
ethical uncertainties about transparency and authorship.

We also consider individual differences, including baseline
creativity and trust in AI, as potential moderators of Creative
Momentum Transfer. Highly creative individuals may adapt
AI contributions more flexibly, while novices might rely on
or reproduce AI prompts with less modification. Similarly,
those with high trust in AI could integrate the system’s ideas
more thoroughly, whereas distrustful users might reject or
minimize those same prompts.

From these considerations, we formulate four research
questions (RQs):

• RQ1: How does introducing AI suggestions at differ-
ent stages (early vs. late) shape the creative momentum
across multiple ideation rounds, particularly regarding
anchoring or pivot effects in the final outcomes?

• RQ2: In a multi-round ideation process, how does ex-
plicitly labeling AI-generated suggestions (vs. not la-
beling them) influence participants’ iterative adoption or
adaptation of those suggestions?

• RQ3: Do individual differences (baseline creativity,
trust in AI) moderate the impact of AI suggestions on
final creativity and semantic alignment?

• RQ4: How does creative momentum transfer evolve
across multi-round ideation, and does late introduction
of AI yield a tangible shift relative to early introduction
or no AI?

3 Methodology
3.1 Participants and Sampling
A total of 254 adult participants were initially enrolled, and
seven were removed for failing attention checks or offering
cursory responses, resulting in a final sample size of 247.
These participants were randomly assigned to five conditions:
Control (n = 50), Early-AI Labeled (n = 49), Early-AI Un-
labeled (n = 49), Late-AI Labeled (n = 50), and Late-AI
Unlabeled (n = 49). All participants provided informed con-
sent and were assured their responses would remain confiden-
tial. Demographic screening ensured basic diversity in age,
gender, and educational background.

3.2 Study Design
A between-subjects experiment with five conditions was con-
ducted, manipulating the timing (Early vs. Late) and labeling
(Labeled vs. Unlabeled) of AI-generated suggestions, plus
a Control group that did not receive AI inputs. In addition

to the quantitative procedure, 12 participants were invited to
participate in semi-structured interviews after completing the
experiment. These individuals were selected to represent dis-
tinct levels of baseline creativity (low, moderate, high) and
final idea originality.

3.3 Experimental Design
Participants were asked to propose creative solutions for re-
ducing plastic pollution in urban environments. They were
shown the following Round 1 prompt:

“Drawing upon your knowledge, propose innovative so-
lutions for reducing plastic pollution in urban environments.
Consider solutions that could be implemented within the next
five years and that might have a meaningful impact at the
community level.”

In Early-AI conditions, two or three suggestions gener-
ated by GPT-4 were displayed immediately below the prompt.
Each AI suggestion ranged from 30 to 50 words, had a
Flesch-Kincaid reading level of 10–12, and had been pre-
rated for creativity (M = 5.3 on a 7-point scale). The unla-
beled suggestions appeared under the heading “Ideas from
others,” while the labeled ones appeared under the head-
ing “AI-generated ideas.” Late-AI participants saw the same
GPT-4 suggestions but only at the start of the second round.
Control participants received no external suggestions. All
tasks were administered on a custom-built web platform de-
veloped in React.js, which displayed content, recorded typed
responses, and tracked response times.

Prior to finalizing these AI prompts, we conducted a small
pilot study (n = 15) to verify that the suggestions were con-
sistent in length, clarity, and perceived originality. Feedback
from the pilot led us to lightly edit GPT-4 outputs to ensure
uniform language style across prompts and remove any fac-
tual inaccuracies. We also standardized visual cues for label-
ing: labeled prompts were headed by “AI-generated ideas”
in bold and accompanied by a distinctive icon, whereas unla-
beled prompts were attributed to “others” without any overt
technological references.

3.4 Procedure
At the outset, participants completed a demographic form,
followed by the Alternative Uses Task (AUT) to measure
baseline creativity. They were asked to list as many unusual
uses as possible for a “brick” within two minutes, and the
total number of unique responses was used as an index of flu-
ency. A Trust in AI scale, adapted from existing technology
trust inventories [Mcknight et al., 2011], was also adminis-
tered, although participants were not informed about the spe-
cific focus on AI until the debriefing phase.

In Round 1, all participants received the scenario prompt
about reducing plastic pollution. Early-AI conditions were
shown the GPT-4 suggestions here; Control and Late-AI con-
ditions did not see any external suggestions during this stage.
Participants had 5–7 minutes to type their solutions in an open
text box that allowed them to refine their ideas before submis-
sion.

In Round 2, participants were asked:
“Building upon your initial ideas, please refine, expand,

or develop new solutions. Consider combining elements or
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Phase 1 Pre-Study Assessment

Informed Consent

Demographic 
questionnaires

Alternative 
Uses Task

Trust in AI scale

Phase 2 Creative Ideation: Round 1 

Duration: 8-10 minutes

Early-AI  
labeled

Phase 3 Creative Ideation: Round 2 Phase 4 Post-Task Evaluation

Creative Self-
Efficacy 

Measure

Self-Reported 
Influence 

Assessment

Source 
Recognition 

Check

Processing 
Time 

Metrics

All Participants

Early-AI  
unlabeled

Control Late-AI 
labeled

Late-AI  
unlabeled

AI-generated ideas
Suggestions from others
Standardized creative prompt

Early-AI  
unlabeled

Control Late-AI 
labeled

AI-generated ideas
Suggestions from others

Early-AI  
labeled

Late-AI  
unlabeled

Following standardized instruction

Duration: 5-7 minutes Duration: 5-7 minutes Duration: 4-5 minutes

Final
Interview

Figure 1: Research procedure overview showing four phases: Pre-study Assessment (8-10 min), Creative Ideation Round 1 (5-7 min),
Creative Ideation Round 2 (5-7 min), and Post-Task Evaluation (4-5 min). Each phase details key activities and participant group allocations
for Early-AI, Late-AI, and Control conditions.

exploring entirely new angles.”
Late-AI participants now received the same GPT-4 sug-

gestions, again labeled or unlabeled according to condition.
Early-AI and Control participants proceeded without new ex-
ternal inputs. After each round, a minimum response length
of 50 words was enforced to ensure adequate engagement.

Following the ideation tasks, all participants completed a
post-task evaluation that included: (a) a 7-point Likert item
on perceived influence of external suggestions (for those who
saw prompts), (b) a short creative self-efficacy scale adapted
from [Shaw et al., 2021], and (c) a brief source-recognition
question for unlabeled groups to gauge whether they sus-
pected an AI origin. A full debriefing explained the true
source of the suggestions and the study’s purpose.

Twelve participants were then invited to a semi-structured
interview (15–20 minutes) over videoconference. They rep-
resented low, moderate, and high baseline creativity scores,
as well as a range of final idea originality. Interview prompts
covered topics such as (1) “How, if at all, did the label ‘AI-
generated’ or the lack of a label influence your willingness
to accept or adapt these suggestions across multiple rounds?”
and (2) “What factors led you to either follow the AI prompts
more closely or diverge from them as you progressed to your
final solution?” Interviewees were encouraged to elaborate
on the details of their decision-making process, particularly
any points at which they felt they “anchored” to AI-generated
ideas or made a conscious “pivot.” They were also asked
to reflect on whether labeling triggered shifts in trust, per-
ceived legitimacy, or sense of authorship. All interviews were
recorded, transcribed, and thematically analyzed. Figure 1
summarizes the conditions and procedure of this research.

3.5 Measures
Participants’ final submissions were rated using a modified
Consensual Assessment Technique [Baer, 2020]. Three do-
main experts with backgrounds in environmental policy or in-
novation management independently assessed each final idea
on novelty, usefulness, and originality, using 7-point scales.
Inter-rater reliability was high (intraclass correlation ≥ 0.80)
following a short calibration phase. To quantify participants’
alignment with GPT-4 suggestions, each submission was em-
bedded via text-embedding-ada-002, and cosine similarities
between the participant’s text and each AI suggestion were

computed (lower distances indicated stronger overlap). Self-
reported influence, creative self-efficacy, and source recogni-
tion data served as additional process measures.

3.6 Data Analysis
Initial data screening removed outliers (scores greater than
three standard deviations from the mean) and incomplete re-
sponses. One-way and two-way analyses of variance tested
main effects of timing and labeling on creativity ratings, se-
mantic distances, and self-reported measures. Where indi-
cated, Tukey’s HSD post-hoc tests were conducted, and effect
sizes (partial η2) were calculated. Mixed-effects models ac-
counted for repeated measures within participants across the
two rounds. Thematic analysis [Braun and Clarke, 2006] was
employed to examine the interview data, identifying patterns
in participants’ attitudes about labeling, adoption of external
prompts, and the perceived interplay between human and AI
creativity.

4 Results
4.1 RQ1 (Timing: Early vs. Late)
A one-way ANOVA examining final creativity scores (Fig-
ure 2a) indicated a significant main effect of condition,
F (4, 237) = 37.54, p < .001, partial η2 = .38. Post-
hoc comparisons showed that both Early-AI groups sur-
passed the Late-AI groups and the Control in overall cre-
ativity, with Early-AI-Labeled achieving the highest mean
(M = 6.01, SD = 0.48) and the Control yielding the
lowest (M = 4.94). A parallel ANOVA on semantic dis-
tance, F (4, 237) = 85.53, p < .001, η2 = .59, revealed that
Early-AI-Labeled participants most closely aligned to the AI
prompts (M = 0.59), whereas the Control remained the most
divergent (M = 0.84). Additional component-wise anal-
yses indicated robust differences for novelty (F (4, 237) =
30.75, p < .001) and usefulness (F (4, 237) = 51.64, p <
.001), but not for originality (F (4, 237) = 1.10, p = 0.358).
From an anchoring perspective, receiving AI early locked
participants into those suggestions, boosting immediate cre-
ativity yet limiting autonomy. Late-AI groups, conversely,
reported a more pronounced “pivot,” generating more diver-
gent ideas than Early-AI but still exceeding the Control in
final outcomes.
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Figure 2: Results showing (a) creativity scores and semantic distances across conditions, (b) comparison of AI influence between labeled and
unlabeled conditions, (c) correlation between semantic distance and perceived external influence, (d) interaction between baseline creativity
and final creativity score, and (e) evolution of creativity scores and semantic distance across rounds. Shaded areas represent 95% confidence
intervals.

4.2 RQ2 (Labeling: Labeled vs. Unlabeled)

Compared to unlabeled prompts, labeled AI suggestions in-
duced higher perceived external influence (PEI) (Figure 2b):
M = 5.36 vs. 4.39, t = 7.22, p < .001, d = 1.03. Labeled
participants also exhibited closer textual overlap with the AI
(semantic distance of .61 vs. .73, t = −11.04, p < .001, d =
1.58). A negative correlation between PEI and semantic dis-
tance (Figure 2c), r = −0.35, p < .001, implies that those
who felt more influenced by the AI indeed integrated it more
verbatim. Although labeling magnified reliance, 64% of un-
labeled participants correctly suspected the source was AI,
suggesting that labeling is not solely responsible for recogni-
tion or adoption.

4.3 RQ3 (Moderators: Baseline Creativity and
Trust)

Moderation analyses indicated a significant interaction be-
tween baseline creativity and condition on final creativity,
F (4, 237) = 4.42, p = .002. As shown in Figure 2d and
Table 1, the slope of baseline creativity (AUT fluency) on
final creativity was highest under Early-AI-Unlabeled (β =
0.159, SE = 0.033, p < .001) and Early-AI-Labeled (β =
0.117, SE = 0.035, p = .005), suggesting that participants
with more initial flexibility capitalized on early AI prompts.
In contrast, trust in AI did not exhibit a significant moderat-
ing effect (p > .17), implying that timing and labeling cues
overshadowed general attitudes toward AI in a short-term cre-
ativity task.

Condition Slope SE p-value
Control -0.012 0.031 0.687
Early-AI-Labeled 0.117 0.035 0.005
Early-AI-Unlabeled 0.159 0.033 < .001
Late-AI-Labeled 0.093 0.037 0.029
Late-AI-Unlabeled 0.118 0.036 0.005

Table 1: Simple slopes indicating how baseline creativity relates to
final creativity score in each condition

4.4 RQ4 (Multi-round Evolution)
Comparisons of Rounds (Figure 2e) showed Late-AI par-
ticipants demonstrating the largest boosts in creativity (in-
creases up to +0.88; t = −19.69, p < .001, d = 1.73)
and the steepest declines in semantic distance (∆M =
−0.23), consistent with a pronounced “pivot” once the AI
prompts appeared. To assess these within-participant changes
more rigorously, we used a repeated-measures ANOVA on
creativity scores from Round 1 and Round 2, confirming
that Late-AI conditions drove significantly larger improve-
ments over time than their Early-AI or Control counterparts.
Early-AI conditions achieved more modest progress from
Round 1 to Round 2—e.g., Early-AI-Labeled improved by
+0.17—reflecting the anchoring effect from seeing AI sug-
gestions earlier. Meanwhile, the Control group changed min-
imally across rounds (+0.14), reinforcing that AI introduc-
tion (whether early or late) yields greater momentum than
no AI at all. In practical terms, for instance, moving from
an average creativity score of 4.94 (Control) to 6.01 (Early-
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AI-Labeled) suggests a substantial difference in idea quality
as judged by experts, highlighting the applied significance of
these numeric gains.

4.5 Qualitative Interview Findings
Thematic analysis of the semi-structured interviews revealed
three main themes: (1) Awareness and Adaptation, (2)
Perceived Ownership and Authenticity, and (3) Labeling-
Triggered Reflection.

Awareness and Adaptation. Several interviewees de-
scribed an initial moment of “latching on” to the AI idea
when it appeared early, confirming the anchoring effect ob-
served in our RQ1 results. One participant (P4) noted: “I
felt I had a good starting point, so I built on the AI’s idea
rather than reinventing the wheel.” Another participant (P11),
who had professional experience in environmental advocacy,
remarked, “I immediately recognized the AI’s approach as
standard policy talk, so I tweaked it with on-the-ground ex-
amples.” This adaptation echoes our finding that individuals
with domain expertise are more inclined to integrate AI sug-
gestions without feeling overshadowed. In contrast, individ-
uals receiving suggestions late described a sense of “recali-
bration,” wherein their initial self-driven ideas were suddenly
enriched or redirected by the system. As one late-introduction
participant (P9) put it, “I was already set on a certain path,
but when I saw the AI suggestion, I realized there was an en-
tirely different angle I could explore.” These reflections align
with our quantitative data showing that mid-process AI intro-
duction can foster a pronounced pivot, offering novelty with-
out fully overriding prior work.

Perceived Ownership and Authenticity. While some par-
ticipants perceived AI suggestions as creative catalysts, oth-
ers expressed unease regarding authorship. P7 explained,
“I’m proud of my final concept, but it’s hard to say how much
was really me.” This tension confirms the RQ3 insight that
high-baseline-creativity users may seamlessly integrate ex-
ternal prompts without feeling overshadowed, whereas those
less confident in their creative abilities experienced greater
ambivalence. Another participant (P2) described actively
“merging” the AI’s idea with personal experiences, thus pre-
serving a sense of “authentic authorship” even when the AI
had provided the core mechanism or structural concept. Such
findings echo our moderation analyses, indicating that base-
line creativity can buffer any perceived loss of originality.

Labeling-Triggered Reflection. Consistent with RQ2,
many participants remarked that explicit AI-generated la-
beling led them to scrutinize the suggestions more care-
fully, weighing factors like novelty or “robotic tone.” P12 re-
counted, “Seeing the label made me both more curious and
more critical. I wanted to double-check if it was just generic
filler.” Others in unlabeled conditions (e.g., P8) reported a
“strong hunch” that the suggestions were AI-generated, but
felt uncertain whether acknowledging it would bias them.
This illustrates how labeling can heighten meta-cognitive as-
sessments of the prompt’s credibility, especially when partic-
ipants suspect an algorithmic source. Intriguingly, even un-
labeled participants reported noticing phrases that felt “com-
putational,” which prompted some to guess the source. This

observation supports the survey result that 64% of unlabeled
recipients suspected an AI origin. Nevertheless, labeling also
heightened users’ sense of external guidance, confirming our
correlation finding (PEI vs. semantic distance) that greater
reported reliance translates to closer textual overlap. Ulti-
mately, these interviews demonstrate that labeling not only
boosts awareness but spurs deeper reflection and adaptive
strategizing—participants either anchored more decisively if
they deemed the AI idea credible or pivoted away if the AI
content felt misaligned with their personal objectives.

5 Discussion
Our findings illustrate that when and how AI suggestions
are introduced can substantially alter multi-round creative
ideation, a result that resonates with prior claims about it-
erative thinking [Tolkamp et al., 2023; Zamani et al., 2022]
and the broader potential of generative AI in supporting hu-
man creativity [Epstein et al., 2023; Kwon et al., 2024;
Reeves and Sylvia IV, 2024]. By showing that early prompts
lead to stronger anchoring effects yet also raise immediate
creativity, whereas late prompts trigger a salient mid-process
pivot, this study contributes a more nuanced view of how hu-
man–AI synergy unfolds. From a human-centred AI perspec-
tive, these insights underscore the importance of designing
generative systems that mindfully time their suggestions—an
approach that can encourage either rapid convergence (early
introduction) or strategic redirection (late introduction), de-
pending on users’ needs and context.

The anchoring vs. pivot phenomenon—grounded in
both cognitive anchoring theory [Tversky and Kahne-
man, 1974] and dual-process frameworks [Kahneman,
2011]—illuminates key pathways by which AI can influence,
guide, or constrain creative thought. Early introduction of-
ten “locks in” the user to the first set of ideas, fostering syn-
ergy but potentially narrowing subsequent exploration. Con-
versely, late prompts appear to spark a more robust reorienta-
tion, echoing research in organizational creativity indicating
that fresh external input can catalyze radical shifts [Harvey,
2014]. This anchoring/pivot dynamic suggests that designers
of AI ideation tools could intentionally display suggestions at
selective intervals—such as mid-way through a brainstorm-
ing session—to balance initial self-driven exploration with a
carefully timed injection of novel perspectives.

In tandem with the timing results, our labeling manipula-
tion reveals how explicit attribution of AI origin elevates per-
ceived external influence and fosters deeper semantic over-
lap. On one hand, labeling can foster transparency and user
awareness, aligning with calls for ethical AI design in high-
stakes contexts [Bankins et al., 2024; Dietvorst et al., 2015a].
On the other, unlabeled suggestions offer a frictionless ex-
perience that some might prefer for rapid brainstorming but
raises questions about authorship, intellectual property, and
the user’s “right to know” the source of ideas. Our study
further shows that many participants can detect AI output
even without labels, suggesting that transparency alone might
not fully resolve issues of algorithmic accountability. A ten-
sion thus arises between frictionless usage and ethical dis-
closure—a dilemma echoed in discussions of responsible AI
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usage, particularly when users’ creative autonomy is at stake.
Although our experimental task focused on reducing plas-

tic pollution in urban environments, these findings likely gen-
eralize to a spectrum of creative or problem-solving domains
that hinge on iterative refinement—product design, educa-
tional technology, policy brainstorming, and more. More-
over, the observed “creative pivot” effect could feasibly ex-
tend to multi-session or multi-day processes. Future research
might explore whether repeated pivot opportunities—offered
by staggered AI prompts across multiple sessions—further
amplify creativity or risk saturating users with external sug-
gestions. As modern workplaces increasingly adopt AI-
based co-creative tools [Ma et al., 2024; Fui-Hoon Nah et
al., 2023], timed prompts and explicit labeling become crit-
ical design levers for harnessing AI’s breadth of knowledge
while preserving user autonomy. Educational applications
could, for instance, insert AI “nudges” midway through stu-
dent projects to spur novel directions rather than overshadow
their initial, self-driven exploration. In organizational in-
novation contexts, managers or team leaders might deploy
late-phase AI interventions to combat creative inertia, effec-
tively reinvigorating group ideation processes. The capac-
ity for multi-round synergy—rather than a single-shot query-
and-response—may prove essential for addressing real-world
problems of greater complexity and uncertainty.

Several avenues invite further exploration. First, this study
constrained ideation to two rounds of brainstorming. In
real-world settings, creative processes can extend over mul-
tiple days or weeks, potentially yielding deeper “momentum
transfer” or even saturation effects after repeated AI interac-
tions. Future work could thus investigate how subsequent cy-
cles of human–AI interplay transform user acceptance, trust,
and sense of creative ownership over longer timelines. Sec-
ond, domain-specific tasks—for instance, engineering design
or policy drafting—would refine our understanding of how
subject-matter expertise intersects with AI reliance: highly
skilled users may harness AI suggestions more selectively,
whereas novices might rely on them wholesale. Third, lon-
gitudinal studies could address how repeated exposure to AI
suggestions recalibrates user trust, especially if the AI’s per-
formance varies or if transparency cues shift. This richer un-
derstanding would inform guidelines for responsibly imple-
menting multi-stage AI support in a range of professional and
educational contexts.

Our design relied on a relatively short time frame (two
5–7-minute rounds), a convenience sample, and a single cre-
ative domain. While these conditions afforded experimental
control, they temper the immediate extension of our results
to longer, more complex creative endeavors. Moreover, fac-
tors like risk perception or cultural attitudes toward technol-
ogy could modulate labeling effects. Nonetheless, the con-
sistency of our anchoring vs. pivot findings, coupled with
clear labeling impacts, underscores the robustness of the core
phenomena. By integrating real-time user feedback mech-
anisms—like dynamic trust or engagement metrics—future
systems could tailor the timing and transparency of AI sug-
gestions to maximize synergy without eroding human auton-
omy.

Our findings offer several takeaways for broader co-

creative AI research and real-world application. First, they
emphasize the timing of AI suggestions as a key design lever:
while early prompts can scaffold novices or users with lower
baseline creativity, more advanced users may benefit from
staggered prompting to preserve initial autonomy and spark
mid-process pivots. Second, the labeling of AI output has di-
rect relevance to ongoing policy debates about transparency
and accountability (e.g., within the EU AI Act). Encourag-
ing explicit disclosure can increase perceived influence and
user scrutiny, yet many participants still suspected AI origins
even without overt labeling. Finally, practitioners developing
AI-assisted creativity tools might adopt an adaptive approach
that tailors prompt timing and labeling cues to user character-
istics. By embedding real-time feedback or self-assessment
modules, systems could identify moments of creative impasse
and strategically deploy a “late AI nudge,” thereby balanc-
ing efficiency gains with the user’s sense of ownership. Such
tactics extend beyond plastic pollution to any domain—such
as product design or educational scaffolding—where iterative
ideation and user-driven exploration remain paramount.

6 Conclusion
This work sheds new light on the ways in which AI-generated
prompts can shape iterative creativity over multiple rounds
of ideation. By systematically examining the roles of tim-
ing (early vs. late introduction) and labeling (AI-labeled vs.
unlabeled) in a controlled experiment, we highlight how AI
can both anchor human thinking from the start and pivot it
toward novel directions at later stages. Early introduction
was shown to boost creativity levels rapidly, albeit at the cost
of stronger anchoring, while late introduction triggered more
radical shifts and improvements in subsequent rounds. Label-
ing effects further underscored how explicit attribution inten-
sified perceived influence and textual overlap, yet left impor-
tant ethical questions regarding authorship, transparency, and
user autonomy.

These insights have direct implications for the design of
next-generation AI creativity tools. In particular, they suggest
that developers should consider adaptive strategies that incor-
porate user-driven exploration, mid-process AI “nudges,” and
transparent labeling mechanisms that balance efficiency with
ethical responsibilities. Moreover, the interviews revealed
that users’ baseline creativity partly governs their receptive-
ness to AI suggestions, extending our understanding of how
individual differences intersect with algorithmic input. By
capturing both anchoring and pivot effects within multi-round
ideation, this study not only refines theoretical models of hu-
man–AI synergy but also points to practical guidelines for
implementing AI support in diverse, creativity-intensive do-
mains such as design, innovation management, and educa-
tional technology.
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