Preprint — [JCAI 2025: This is the accepted version made available for conference attendees.
Do not cite. The final version will appear in the IJCAI 2025 proceedings.

PeSANet: Physics-encoded Spectral Attention Network for Simulating
PDE-Governed Complex Systems

Han Wan'', Rui Zhang"', Qi Wang', Yang Liu?, Hao Sun"*
!Gaoling School of Artificial Intelligence, Renmin University of China, Beijing, China
2School of Engineering Science, University of Chinese Academy of Sciences, Beijing, China
{wanhan2001, rayzhang, qi_wang, haosun } @ruc.edu.cn, liuyang22 @ucas.ac.cn

Abstract

Accurately modeling and forecasting complex sys-
tems governed by partial differential equations
(PDEs) is crucial in various scientific and engineer-
ing domains. However, traditional numerical meth-
ods struggle in real-world scenarios due to incom-
plete or unknown physical laws. Meanwhile, ma-
chine learning approaches often fail to generalize
effectively when faced with scarce observational
data and the challenge of capturing local and global
features. To this end, we propose the Physics-
encoded Spectral Attention Network (PeSANet),
which integrates local and global information to
forecast complex systems with limited data and in-
complete physical priors. The model consists of
two key components: a physics-encoded block that
uses hard constraints to approximate local differ-
ential operators from limited data, and a spectral-
enhanced block that captures long-range global
dependencies in the frequency domain. Specifi-
cally, we introduce a novel spectral attention mech-
anism to model inter-spectrum relationships and
learn long-range spatial features. Experimental re-
sults demonstrate that PeSANet outperforms exist-
ing methods across all metrics, particularly in long-
term forecasting accuracy, providing a promising
solution for simulating complex systems with lim-
ited data and incomplete physics.

1 Introduction

Accurately modeling and simulating complex systems is cru-
cial in various scientific and engineering fields, such as fluid
dynamics, meteorology, and biology [Anderson and Wendt,
1995; Holton and Hakim, 2013; Ghergu and Radulescu,
2011]. These systems are typically described by partial dif-
ferential equations (PDEs) that govern their spatiotemporal
evolution. However, forecasting these systems efficiently
and accurately in real-world scenarios presents significant
challenges. Firstly, the physical laws that govern these sys-
tems can be incomplete or unknown, making it difficult to
formulate the correct PDEs. Secondly, observational data

*Corresponding author (Email: haosun@ruc.edu.cn).

are often scarce, limiting the ability to learn the underlying
physics. Additionally, the characteristics of complex systems
are multi-faceted, with local variants and global dependencies
that need to be captured for reliable long-term predictions.

Over the years, various methods have been developed to
address these challenges. Traditional numerical methods
[Moukalled et al., 2016; Karniadakis and Sherwin, 2005;
Zienkiewicz et al., 2005] enjoy good convergence and sta-
bility when PDEs are well-defined, but become difficult to
apply when the system’s governing laws are incomplete. To
overcome this, data-driven methods such as DeepONet [Lu
et al., 2021] and Fourier Neural Operators (FNOs) [Li et
al., 2021] use neural networks as surrogate models, aiming
to learn the underlying physical evolution from data. These
methods do not require explicit knowledge of the physical
laws and achieve significant speedup compared to traditional
numerical solvers. However, they often fail to offer meaning-
ful predictions when the training data is limited, which is a
common issue in real-world scenarios.

To address the limitations of purely data-driven ap-
proaches, researchers have developed a series of physics-
aware methods that incorporate prior physical knowledge
into neural networks. These methods can be classified into
physics-informed and physics-encoded, depending on how
they integrate the physical priors. Physics-informed meth-
ods typically use soft constraints, such as PDE residual-based
loss functions, to enforce the model that aligns with the
governing PDEs. Representative methods include Physics-
Informed Neural Networks (PINNs) [Raissi et al., 2019]
and Physics-Informed Neural Operators (PINOs) [Li et al.,
2024b]. However, due to their soft-constrained nature, these
methods encounter challenges in hyperparameter tuning and
training stability, and require sufficient prior knowledge of
the governing PDEs [Krishnapriyan er al., 2021]. To this
end, physics-encoded methods use a hard-constrained strat-
egy to incorporate physical prior into the model architec-
ture. For instance, the Physics-encoded Recurrent Con-
volutional Neural Networks (PeRCNN) [Rao et al., 2023;
Rao er al., 2022] use specially designed convolutional kernels
to approximate finite difference stencils. These approaches
can automatically learn local differential operators that match
the observed data, even when the governing PDE is unknown.
However, due to their limited receptive field, they can only
capture local variations and struggle to learn long-range spa-
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tial dependencies in complex systems.

To overcome these limitations, we propose the Physics-
encoded Spectral Attention Network (PeSANet). The
model consists of the physics-encoded and spectral-enhanced
blocks, which learn the local and global evolution of the com-
plex system, respectively. The physics-encoded block em-
ploys hard constraints to approximate local differential oper-
ators. This hard-constrained approach does not require suf-
ficient physical prior knowledge and can achieve generaliza-
tion from the limited observed data. On the other hand, the
spectral-enhanced block handles spectral information in the
frequency domain to capture global features. In particular,
we proposed the spectral attention mechanism to exploit the
inter-spectrum relationship, further enhancing the ability to
learn long-range spatial dependencies. In summary, we make
the following contributions:

* We propose the Physics-encoded Spectral Attention Net-
work (PeSANet) to integrate both local and global learn-
ing mechanisms, which can achieve long-term forecast-
ing for complex systems with limited data and incom-
plete physical priors.

We propose a spectral attention mechanism in the fre-
quency domain to capture long-range spatial features.
By using all frequency components and capturing inter-
actions across spectral layers, this approach can enhance
the model’s ability to describe global system features.

PeSANet achieves superior long-term prediction perfor-
mance across multiple complex systems. Furthermore, it
outperforms other baseline models in all metrics, show-
ing robust generalization with limited training data and
transfer learning ability across varying conditions.

2 Related Work

The numerical solution of PDEs has been a central focus
of scientific computing for decades. Traditional numerical
methods, such as finite difference and finite element meth-
ods, have achieved remarkable success in many applications.
However, these methods can be computationally expensive
and require significant domain knowledge. In recent years,
deep learning has emerged as a powerful tool for solving
PDE:s, offering the potential for more efficient and flexible so-
lutions. Existing Al-driven methods can be categorized into
data-driven, physics-aware, and hybrid models. The key dis-
tinction lies in the incorporation of prior physical knowledge.

2.1 Data-driven learning methods

When sufficient data is available, many works have investi-
gated neural networks for learning the dynamics governed by
time-dependent PDEs. These methods generally fall into two
categories. The first category leverages well-established ar-
chitectures from the computer vision domain, such as classi-
cal convolutional neural networks (CNNs) [Stachenfeld et al.,
2021; Bar-Sinai et al., 2019], U-Net [Gupta and Brandstet-
ter, 2023], ResNet [Lu ef al., 2018], and ConvLSTM [Shi et
al., 20151, to capture intricate spatiotemporal patterns. These
architectures excel at extracting local features and are natu-
rally suited for data represented on regular grids or meshes.

The second category involves neural operators, which focus
on learning mappings between function spaces. This class
includes models like DeepONet [Lu et al., 2021] and its
variations [Seidman ez al., 2022; Venturi and Casey, 2023;
Lee et al., 2023], as well as the FNO [Li et al., 2021] and its
derivatives [Tran ef al., 2023; Rahman et al., 2023; Wen et al.,
2022; Zhang et al., 2024]. Neural operators offer the advan-
tage of mesh independence, enabling generalization across
different discretizations of the same class of PDEs. Addi-
tionally, advances in other data-driven neural PDE solvers,
such as graph neural networks (GNNs) [Sanchez-Gonzalez et
al., 2020; Pfaff et al., 2021] and transformer-based architec-
tures [Wu er al., 2024; Hang er al., 2024; Janny et al., 2023;
Li et al., 2024al, provide powerful tools to extend neural op-
erators to various complex geometries.

Despite the progress achieved by these data-driven meth-
ods, they still face several limitations. One significant draw-
back is their heavy reliance on large and high-quality datasets,
which are often time-consuming to generate or infeasible to
many scientific and engineering domains. Moreover, these
models are prone to overfitting and fail to generalize to un-
seen data, which is a key challenge in complex physical sys-
tems due to their inherent complexity and diversity.

2.2 Physics-aware learning methods

When data is limited, integrating physical knowledge into
neural networks becomes important. This integration typ-
ically follows two strategies: physics-informed (soft con-
straints) and physics-encoded (hard constraints). Physics-
informed methods incorporate physical laws, such as the PDE
formulations, into the loss function. Representative works in-
clude PINN [Raissi et al., 2019], PINO [Li er al., 2024b],
PhyCRNet [Ren er al., 2022], MCNP [Zhang et al., 2025],
and PI-DeepONet[Wang et al., 2021]. These methods can be
data-efficient but face challenges such as hyperparameter tun-
ing, training instability, and requiring substantial prior knowl-
edge of the governing equations [Krishnapriyan et al., 2021].

On the other hand, physics-encoded approaches directly
embed physical constraints into the network architecture,
such as PDE operators, conservation laws, and boundary con-
ditions [Long et al., 2019; Rao et al., 2023; Mi and Sun, 2024;
Zeng et al., 2025]. These methods can be highly effec-
tive when working with limited data and incomplete physics
priors. However, hard-constrained methods like PeRCNN,
which use specially designed convolutional kernels to ap-
proximate local differential operators, often struggle to cap-
ture global information, limiting their performance on prob-
lems that require long-range spatial dependencies.

2.3 Hybrid learning methods

Hybrid models provide an effective acceleration strategy for
solving PDEs when the governing equations are fully known.
These models couple neural networks with traditional nu-
merical methods (e.g., FDM, FVM) to combine their advan-
tages. Neural networks approximate computationally expen-
sive components of the PDE solution, such as complex non-
linearities or fine-scale features, while established numerical
methods handle the more tractable parts. This coupling en-
hances computational efficiency without sacrificing accuracy.
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Figure 1: The architecture of PeSANet. (a) Core blocks: physics-encoded and spectral-enhanced blocks to learn local and global features,
respectively. (b) Physics-based convolution for known PDE terms (such as V?2u) and II-block for unknown terms. (c) Spectral-enhanced
block: including the FFT, encoder, frequency domain operator, IFFT, and decoder. (d) Frequency domain operator. (e) Spectral attention.

Examples include multi-scale hybrid models [Vlachas et al.,
2022] and other couplings with FVM (learned interpolation
model [Kochkov et al., 2021] and temporal stencil modeling
[Sun et al., 2023]) and FDM (P2C2Net [Wang et al., 20241).
However, these models require complete knowledge of the
PDEzs, restricting their application to systems with unknown
or partially unknown physics.

3 Methodology

3.1 Problem Formulation
Let us consider spatiotemporal complex systems governed by
the following time-dependent PDEs:

Ju

ot

where F () represents an unknown operator that involves spa-
tial derivatives of various orders, such as the gradient Vu
and the Laplacian V2u. The parameter p governs the phys-
ical properties of the system. Additionally, the initial con-
ditions (ICs) and boundary conditions (BCs) are denoted as
Z[u](x,t = 0) = 0 and Bu](x,t) = 0, respectively.

In this paper, we aim to use the neural network as a sur-
rogate model to simulate the complex systems based on in-
complete physical prior of F and limited training data (e.g.,
2-5 trajectories). The trained model is expected to learn
the underlying dynamics of the physical system, which can
accurately predict long-term system dynamics and general-
ize across different ICs. Traditional numerical and hybrid
methods are not applicable to this scenario because they re-
quire sufficient prior knowledge of the physical system. On

Z]:(t,x,u,Vu,u~Vu,V2u,-~-;u), (1)

the other hand, data-driven methods demand large numbers
of training data to achieve reasonable generalization perfor-
mance. To this end, we propose the PeSANet.

3.2 PeSANet Architecture

In this section, we introduce the overall architecture of the
proposed PeSANet (Figure 1(a)). The model has two key
components: the physics-encoded block and the spectral-
enhanced block, which are designed to learn the local and
global features of the complex system, respectively. The
physics-encoded block uses multiplicative convolution to ap-
proximate the finite difference (FD) stencil, which extracts
the local spatial information in a hard-constrained manner.
The spectral-enhanced block conducts spectral attention op-
erations in the frequency domain, which can further enhance
the performance via capturing global features, such as long-
range spatial dependencies. This synergistic combination al-
lows the model to learn local details and global structures of
the complex system, resulting in a thorough understanding of
the underlying physical phenomena.

3.3 Physics-encoded Block

The physical-encoded block (Figure 1(b)) aims to learn the
underlying local differential operators that govern the com-
plex system via a hard-constrained approach. Similar to PeR-
CNN [Rao et al., 2023], we adopt the TI-block and physics-
based convolutional (PyConv) layer to handle known and un-
known operators, respectively.

Considering the forward Euler scheme, the updated rule of
the system in Equation 1 is given by:

kg 1)sr = F(Ugst) - OF + Ust,

2
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where 0t denotes the step size. The operator F is then ap-
proximated using the following II-block F:

N,

N,
F(upst) = Z W, - lH(Kc,z * Upse + by)
c=1

=1

)

where NN, represents the number of channels, and N is the
total number of parallel convolutional layers. The symbol
* denotes the convolution operation. For each layer [ and
channel ¢, K. ; denotes the filter weight, while b; represents
the bias for layer [. W, is a1 x 1 convolutional layer assigned
to the ¢ channel.

The main idea of the II-block is to use multiplicative con-
volutional layers to approximate the FD stencil. Because of
its multiplicative structure, the II-block can efficiently ap-
proximate unknown nonlinear terms, such as u - Vu. The-
orem 1 in [Rao et al., 2023] demonstrates that the II-block
can serve as a universal polynomial approximator for the un-
known nonlinear operator.

Furthermore, to effectively incorporate the partially known
knowledge of the PDE system, we use the physics-based
convolutional (PyConv) layer as a complementary strategy.
When a term in the governing PDE is known, such as the
Laplacian term V2u, we directly set the kernel of the Py-
Conv to align with the corresponding FD stencil. As a result,
the PyConv layer is constructed to incorporate known phys-
ical information, while the II-block is designed to learn the
unknown operators. The combination of the II-block and Py-
Conv forms the physics-encoded block, which fully utilizes
the physics structure of the differential operator and can effi-
ciently model nonlinear systems from limited training data.

3.4 Spectral-enhanced Block

Although the physics-encoded block can efficiently approxi-
mate local operators within the complex system, it still fails
to capture long-range spatial dependencies due to its limited
receptive field. To overcome this limitation, we propose the
spectral-enhanced block to process global information in the
frequency domain, enabling a more comprehensive and holis-
tic understanding of the complex system.

The proposed spectral-enhanced block (Figure 1(c)) con-
tains the following components. An encoder (E) is first em-
ployed to map the spatial physical field into the frequency
domain via the Fast Fourier Transform (FFT). After that, a
frequency domain operator processes the transformed infor-
mation in the frequency domain. Subsequently, the data is
returned to the spatial domain using an inverse FFT (IFFT),
followed by a decoder (D) to reconstruct the spatial field.

Frequency Domain Operator

The frequency domain operator (Figure 1(d)) is specifically
designed to process information in the frequency domain.
The block takes in the input spectrum and applies the fol-
lowing series of operations.

Firstly, a spectral attention mechanism is introduced to cap-
ture inter-spectrum relationships, as detailed in the next sec-
tion. This mechanism allows the model to identify and em-
phasize key spectral features critical for the task, enhancing
its ability to capture dependencies across different spectral

layers. Secondly, the processed spectrum is aggregated with
the original spectrum via element-wise addition. This skip
connection strategy helps ensure robustness during training
and preserves the original frequency information. Finally, the
aggregated spectrum undergoes filtering and a linear transfor-
mation, aligning with the traditional neural Fourier layer [Li
etal.,2021].

These operations work together to handle the frequency
signals, enhance the model’s representational capacity, and
ultimately produce the output spectrum.

Spectral Attention Mechanism

Motivated by the channel attention module [Wang et al.,
2020], we introduce the spectral attention mechanism (Fig-
ure 1(e)) within the frequency domain operator, which effec-
tively exploits the inter-spectrum relationships among spec-
tral features. Given a complex feature denoted as X + 7Y €
Cexk1xk2 where ¢ denotes the number of channels and
k1 x ko represents the number of frequency components, we
first aggregate the frequency information of each feature map
via the following average-pooling (Avg) and max-pooling
(Max) operations:

(Xave: Yavg) = (Avg(X), Avg(Y)) € R® X R,
(Xmaxvaax) = (MaX(X), MaX(Y)) € R¢ x RC.

We handle the real and imaginary parts separately because
the complex field is not well-ordered, i.e., there is no natural
ordering between complex numbers. As a result, directly ap-
plying the max-pooling operation to the complex-valued fea-
tures would lead to meaningless results. After the pooling op-
erations, we apply four multi-layer perceptrons (MLPs) with
one hidden layer to capture the inter-spectrum relationships
as follows:

att(X) = 0 (MLP1 (Xavg) + MLP2(Xnax)) € RS,

att(Y) = 0 (MLP3(Yavg) + MLP4(Ymax)) € R,

where o represents an activation function. Applying the at-
tention coefficients to re-weight the input spectrum, the pro-
cessed spectrum X, + iY, € C**1>*2 can be obtained as:

X, +iY, = (X +iY) @ (att(X) +iatt(Y)), (6)

where ® denotes the element-wise multiplication.

Compared to the traditional neural Fourier layer [Li et al.,
2021], the spectral attention mechanism further enhances the
representation capability for the following reasons. On the
one hand, the spectral attention mechanism uses all frequency
components to calculate the attention coefficients, instead of
directly truncating high-frequency signals. This comprehen-
sive consideration ensures all critical frequency information
in the spectral domain is leveraged effectively. On the other
hand, the attention mechanism in Equation 5 enhances the in-
teractions between spectral layers by dynamically capturing
their internal relationship. This interaction allows informa-
tion to be processed jointly across spectrum layers, resulting
in a more expressive representation of spectral features.

“4)

&)

4 Experiments

To rigorously evaluate the efficacy and generalizability of the
proposed PeSANet, we conducted a series of comprehen-
sive experiments on a wide range of complex systems, such
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Case  Numerical Methods  Spatial Domain  Temporal Domain  Training Trajectories  Test Trajectories
Burgers FDM (0,1)2 [0, 3.216] 5 5
FN FDM (0,128)2 [0, 10] 5 5
GS FDM (0,1)2 [0, 1900] 2 5
NSE FVM (0,27)? [0, 10] 5 14
Table 1: Summary of experimental settings for different cases.
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Figure 2: An overview comparison between PeSANet and other baselines: error propagation curves (left), error boxplots (middle), and
final prediction plots (right). Figures (a-d) respectively show the qualitative results for the 2D Burgers, 2D FN, 2D GS, and 2D NSE cases.

as fluid dynamics and reaction-diffusion systems. Specifi-
cally, the model is evaluated on the two-dimensional Burg-
ers’ equation, the two-dimensional FitzHugh-Nagumo (FN)
system, the two-dimensional Gray-Scott (GS) system, and
the two-dimensional Navier-Stokes equations (NSE). The ex-
perimental results demonstrate that the PeSANet consistently
achieves superior accuracy compared to existing methodolo-
gies across all challenging benchmarks. These experiments
not only showcase the model’s robust adaptability to a diverse

set of systems but also confirm its ability to accurately predict
long-term dynamics.

4.1 Experimental Setup

This section details the experimental setup, including the
datasets, baselines, metrics, and the training procedure.
Datasets. We considered several two-dimensional PDE-
governed nonlinear complex systems, including the Burg-
ers’ equation, the FitzHugh-Nagumo (FN) system, the Gray-
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Case Model RMSE| MAE] HCT(s)?1
FactFormer 0.0142 0.0109 3.216
FNO 0.1565 0.1301 0.104
Burgers F-FNO 0.1097 0.0877 0.088
PeRCNN 0.0075 0.0058 3.216
PeSANet (Ours) 0.0069 0.0051 3.216
Promotion (1) 8.00% 12.07% 0.00%*
FactFormer 0.8664 0.3472 1.62
FNO 3196737 1892978 1.77
FN F-FNO 0.5328 0.3828 0.06
PeRCNN 0.2281 0.1526 6.27
PeSANet (Ours) 0.1577 0.0784 8.13
Promotion (7) 30.86%  48.62% 29.66%
FactFormer 0.1095 0.0704 982.5
FNO NaN NaN 330.0
GS F-FNO 0.1265 0.0829 832.5
PeRCNN 0.0993 0.0595 1110.0
PeSANet (Ours) 0.0481 0.0307 1327.5
Promotion () 51.56% 48.4% 19.59%
FactFormer 0.8971 0.6032 0.896
FNO 0.8625 0.6617 2.464
NSE F-FNO 0.6992 0.5171 3.808
PeRCNN 0.3533 0.1993 7.197
PeSANet (Ours) 0.2308 0.1573 7.728
Promotion (1) 34.67%  21.07% 7.37%

Table 2: Quantitative results of PeSANet and baselines. The best
results are in bold, and the second-best results are underlined. The *
indicates the inference process has reached the end of the test data.

Scott (GS) system, and the Navier-Stokes equations (NSE).
These systems represent diverse physical phenomena and dy-
namic behaviors, providing a comprehensive assessment of
the model’s performance and generalization capabilities. In
this paper, we target the data-scare scenario, and each experi-
ment includes 2-5 trajectories in the training set. We summa-
rize the datasets in Table 1, with a more detailed introduction
in Appendix Dataset Informations.

Baseline Models. To demonstrate the effectiveness of Pe-
SANet, we compared it with the following baseline models:

* FNO [Li er al, 2021]: A widely recognized high-
performing data-driven neural operator, which utilizes
the Fourier transform to handle PDE information in the
frequency domain.

e PeRCNN [Rao et al., 2023]: A model that embeds
physical knowledge in a hard-constrained manner and
demonstrates excellent long-term prediction ability.

e F-FNO [Tran et al., 2023]: The Factorized Fourier Neu-
ral Operator, which employs a separable Fourier layer
and enhanced residual connections to effectively reduce
computational complexity and improve scalability.

e FactFormer [Li et al., 2024a]: A model that addresses
the computational expense and numerical instability of
applying Transformers to PDEs with large grids by em-
ploying an axial factorized kernel integral.

Evaluation Metrics. We use three types of metrics to

quantitatively assess the model performance: Root Mean
Square Error (RMSE), Mean Absolute Error (MAE), and
High Correction Time (HCT). Specifically, RMSE quanti-
fies the average magnitude of prediction errors in the original
data units, offering a general measure of model performance.
MAE, conversely, measures the average absolute difference
between predicted and ground truth values, exhibiting robust-
ness to outliers compared to RMSE. Finally, HCT quantifies
the temporal duration required for the model’s predictions to
converge to a high level of accuracy, a critical consideration
for real-time applications. The complete mathematical for-
mulations of these metrics can be found in Appendix Evalua-
tion Metrics.

Model Training. We train our model autoregressively,
where the model predicts an output at each iteration, and the
output is used as input for the next prediction. The mean
squared error loss function is utilized for training, optimized
using the Adam optimizer.

4.2 Main Results

The performance characteristics of the proposed PeSANet
are comprehensively evaluated and presented in Figure 2 and
Table 2. Demonstrating robust performance despite limited
training data, Figure 2 provides visualizations of error dis-
tribution, error propagation characteristics, and predicted tra-
jectories. These qualitative results are further substantiated
by the quantitative metrics presented in Table 2.

2D Burgers Equation. The efficacy of the proposed Pe-
SANet framework is demonstrated in the context of the 2D
Burgers equation (Figure 2(a)). While PeRCNN exhibited
some success in the beginning, it struggled with long-term
predictions, as evidenced by the errors observed in Figure
2(a). In contrast, the PeSANet framework demonstrates su-
perior performance in capturing the underlying physical dy-
namics, particularly in long-term forecasting. This qualitative
advantage is further corroborated by the quantitative metrics
presented in Table 2, which show significant improvements
in both RMSE and MAE. The divergence of PeRCNN is also
evident in the final time step snapshot.

2D FitzHugh-Nagumo Equation. Figure 2(b) demon-
strates the difficulties encountered by data-driven methods (F-
FNO, FNO, and FactFormer) when trained on limited data,
with FactFormer showing near-complete failure. Even F-
FNO, the strongest among these, exhibits limitations in the
long-term prediction of the FN dynamics. Although PeR-
CNN, incorporating physics-informed structures, generates
predictions with similar contours to the ground truth, its
long-term accuracy remains limited. In contrast, our model
achieves at least a 30% improvement over the best baseline,
demonstrating the benefits of our approach for small datasets
and the crucial role of physics-encoded block in enhancing
long-term prediction accuracy.

2D Gray-Scott Equation. According to Table 2, Pe-
SANet achieves substantial gains of approximately 50% in
both RMSE and MAE. The complex, labyrinthine patterns
of the GS-RD system are visualized in the snapshots pre-
sented in Figure 2 (c). A clear visual comparison reveals that
PeSANet maintains a reasonable resemblance to the ground
truth even after long-term prediction, with only minor devi-
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Figure 3: Generalization test. The error distribution (a) and propa-
gation (b) for generalization over different Reynolds numbers.

ations. In contrast, other baseline models fail to capture the
intricate patterns or even the basic contours of the structures.
2D Navier-Stokes Equation. For complex fluid dynam-
ics, we evaluate the performance of the proposed PeSANet
with other baseline models on a Navier-Stokes Equations
(NSE) dataset with a Reynolds number of 1000. This task
requires models that can accurately capture both local varia-
tions and global features to ensure reliable long-term predic-
tions. Compared to other baseline, our model achieves sig-
nificant improvements of 20% and 30% in RMSE and MAE
(Table 2). The error propagation curves in Figure 2(d) fur-
ther validate the superiority of PeSANet, with its error con-
sistently lower than that of other models. The snapshot at
t = 7s shows near-perfect agreement between PeSANet’s
predictions and the ground truth, while other models exhibit
significant deviations. This collective evidence establishes
PeSANet as the superior and more robust model for long-term
prediction tasks in complex fluid dynamics systems.

4.3 Generalization Test

Our model leverages incorporated physical knowledge to
enable effective fine-tuning and robust generalization with
scarce training data. Using the NSE as a representative ex-
ample, PeSANet demonstrates excellent performance at the
training Reynolds number (Re = 1000) and further exhibits
strong generalization capabilities by fine-tuning with limited
data to new Reynolds numbers (Re = 500, 800, and 2000).
The error distributions across these Reynolds numbers (Fig-
ure 3) confirm the generalization ability of PeSANet. The
error curves maintain similar characteristics to the Re = 1000
case, with error propagation well controlled, demonstrating
the model’s reliability across different flow regimes. It is
worth mentioning that fine-tuning with only two data samples
enables PeSANet to generate predictions closely approximat-
ing the ground truth, further validating its robustness and gen-
eralization capacity. In summary, PeSANet effectively cap-

Model RMSE| MAE| HCT((s)1
PeSANet 0.1577 0.0784 8.13
PeSANet w/o SA  0.1980 0.1073 7.65
PeSANet w/o Pe NaN NaN 0.18
Pe+FNO NaN NaN 0.002
Pe+F-FNO 0.5118 0.3432 2.25

Table 3: Results for ablation study on the FN equation.

tures the underlying physical principles of the system, achiev-
ing accurate predictions for NSE at varying Reynolds num-
bers with minimal fine-tuning data.

4.4 Ablation Study

To evaluate the contributions of different components in our
PeSANet, we designed a series of ablation studies based on
the FN equation. Specifically, we conducted experiments by
(1) PeSANet w/o SA, removing the spectral attention compo-
nent, (2) PeSANet w/o Pe, removing the physical-encoded
block in the physical module, (3) Pe+FNO, replacing the
spectral-enhanced block with FNO, and (4) Pe+F-FNO, re-
placing the spectral-enhanced block with F-FNO.

As shown in Table 3, experimental results demonstrate that
removing the spectral attention module leads to a significant
decline in network performance, highlighting the crucial role
of the spectral attention mechanism in capturing spectral in-
formation and enhancing the model’s representational capac-
ity. The removal of the physics-encoded block results in poor
performance on small datasets, indicating the importance of
prior physical knowledge in improving the model’s general-
ization ability, especially when data is limited. Furthermore,
completely replacing the spectral-enhanced block with FNO
or F-FNO also results in a significant performance drop.

5 Conclusion

This paper introduces PeSANet, a predictive model designed
to enhance the prediction accuracy of complex systems gov-
erned by PDEs by integrating global and local informa-
tion, leveraging available physical data, and emphasizing
frequency-domain feature processing. The PeSANet is de-
signed to not only capture the overall system dynamics but
also exploit local information through hard-coding physical
knowledge. Furthermore, it incorporates a carefully designed
spectral attention module to capture key spectral features, ef-
fectively handling the global information in the frequency
domain. These strategies significantly improve PeSANet’s
data efficiency, enabling superior long-term prediction per-
formance and generalization capabilities even with limited
training data. Experimental results demonstrate that PeSANet
achieves state-of-the-art predictive performance on four dis-
tinct nonlinear dynamical systems with small datasets, ex-
hibiting strong adaptability and flexibility even with limited
data and varying initial conditions. The generalization test
also demonstrates PeSANet’s transfer learning ability. In con-
clusion, PeSANet offers a novel approach to long-term fore-
casting by integrating physics and spectral attention, demon-
strating superior performance in data-scarce scenarios.
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