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Abstract
Deep learning-based approaches have demon-
strated significant advancements in time series fore-
casting. Despite these ongoing developments, the
complex dynamics of time series make it chal-
lenging to establish the rule of thumb for design-
ing the golden model architecture. In this study,
we argue that refining existing advanced models
through a universal calibrating strategy can deliver
substantial benefits with minimal resource costs, as
opposed to elaborating and training a new model
from scratch. We first identify a multi-target learn-
ing conflict in the calibrating process, which arises
when optimizing variables across time steps, lead-
ing to the underutilization of the model’s learning
capabilities. To address this issue, we propose an
innovative calibrating strategy called Socket+Plug
(SoP). This approach retains an exclusive optimizer
and early-stopping monitor for each predicted tar-
get within each Plug while keeping the fully trained
Socket backbone frozen. The model-agnostic na-
ture of SoP allows it to directly calibrate the per-
formance of any trained deep forecasting models,
regardless of their specific architectures. Exten-
sive experiments on various time series benchmarks
and a spatio-temporal meteorological ERA5 dataset
demonstrate the effectiveness of SoP, achieving up
to a 22% improvement even when employing a sim-
ple MLP as the Plug (highlighted in Figure 1).

1 Introduction
Time series forecasting remains challenging due to the inher-
ent diversity and complexity of the data, which are influenced
by factors such as seasonal fluctuations, trends, and domain-
specific patterns [Deng et al., 2024a]. To investigate the most
effective deep learning architecture, researchers have endeav-
ored from convolutional neural networks (CNNs) [Borovykh
et al., 2017] and recurrent neural networks (RNNs) [Lai

† Feng Hong and Yanwei Yu are corresponding authors.
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Figure 1: Performance on popular benchmarks is reported when
employing the proposed universal calibrating strategy, denoted as
Model+Plug and represented by the solid line.

et al., 2018] to graph neural networks (GNNs) [Wen et
al., 2023] and Transformers [Zhang et al., 2024]. How-
ever, empirical debates persist regarding the performance
of these models in time series forecasting. For instance,
some studies have revisited the argument that a properly
designed simple multi-layer perceptron (MLP) can outper-
form advanced Transformer-based models [Zeng et al., 2023;
Lu et al., 2018]. With SOTA models emerging almost daily,
disagreements over performance can incur significant ineffi-
ciencies for decision-makers during model selection. Con-
sider a scenario where a trained model is already performing
effectively in a production environment, yet numerous novel
SOTA models continue to emerge. Determining whether any
of these new models has the potential to surpass the deployed
model typically requires extensive trial-and-error experimen-
tation. This raises a critical question: rather than exhaustively
testing each new SOTA model, could the existing trained
model be enhanced at minimal cost?

In this study, we instead draw attention to harness trained
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Non-collective calibrating strategy (Our proposed SoP) 

Var1 Var5Var2 Var3 Var4

opt5opt2 opt3 opt4opt1

Monitor4

Loss4

Monitor3

Loss3

Monitor2

Loss2
Monitor1

Loss1
Monitor5

Loss5

Collective calibrating strategy (Classical)  

MLP

Var1~Var5

Total Loss
Collective
Monitor 

Inference Model

Monitor1

Monitor2

Monitor3

Monitor4

Monitor5

Collective
Monitor 

MTLC leads to premature early stops 
making training inadequate. 

Through SoP, variables with different levels 
of learnability are calibrated separately, 
ensuring sufficient training for each one.

    6      7      8      9      10      11      12      13      14      15           

Collective opt

MLP1 MLP2 MLP3 MLP4 MLP5

Epochs to trigger early stopping

Figure 2: This banner highlights the distinct effects between SoP and the classical collective calibrating strategy. The MTLC phenomenon
often causes premature early stopping, resulting in insufficient training. In contrast, non-collective SoP allows target variables with different
levels of learnability to be calibrated independently, ensuring adequate and effective training for each.

time series forecasting methods rather than designing a new
model from scratch. An intuitive solution involves calibrating
time series predictions using prior knowledge, such as rule-
based methods that apply exponential smoothing and filtering
to reduce noise and constraint bounds. Despite their simplic-
ity, such approaches demand rigorous domain knowledge, as
improper handling can degrade performance. Motivated by
the effectiveness of learning-based classification calibration
[Platt, 2000], we would explore its potential in time series
forecasting models.

Classical calibrating typically involves keeping the fully
trained model frozen while post-processing only the outputs
of the forecasting models [Kuleshov et al., 2018]. Gener-
ally, this process calibrates the predictive bias across all tar-
get variables and prediction horizons simultaneously, a strat-
egy we term as collective calibrating in this study. In con-
trast, when the calibrating process is applied separately to
grouped or individual variables or prediction horizons, we in-
troduce the term non-collective calibrating. To investigate
the effect of these two strategies, we started by conducting
a preliminary experiment, with the key discovery illustrated
in Figure 2 and described as follows. Employing a classical
collective calibrating strategy — where an additional MLP
to be finetuned (illustrated in the bottom part of Figure 2)
is attached to the existing trained inference model (repre-
sent by the blue rectangle)— we observed premature trig-
gering (e.g., around 10 epochs) of the early-stopping moni-
tor. Conversely, when the single MLP was split equally by
the number of neurons into five smaller, independent MLPs
denoted as MLP1 to MLP5, each dedicated to be finetuned
for a single target variable and equipped with its own op-
timizer and early-stopping monitor (illustrated in the upper
part of Figure 2), we observed significant variation in the
early-stopping epochs across monitors. While some stopped
in fewer than 10 epochs, others required substantially more
epochs to achieve optimal performance on validation data.

Our heuristic hypothesis is that, due to varying levels of learn-
ability across different targets, optimizing all variables simul-
taneously under the same objective loss function may fail to
fully capture the unique distribution of each target variable
— a phenomenon we refer to as multi-target learning conflict
(MTLC).

To test the above hypothesis, we have conducted rigorous
ablation study to compare the forecasting performance of the
two strategies. Our findings support that the non-collective
calibrating strategy outperforms its collective counterpart re-
garding generalization performance (referred to Table 2). We
metaphorically term this approach the Socket+Plug strategy
(SoP), where the well-trained inference model serves as a
Socket, providing the fundamental shared predictive ability,
while each additional module (e.g., MLP) as a Plug, tailored
to its specific calibrating target. Extensive experiments fur-
ther demonstrate that SoP can generally enhance the perfor-
mance when existing deep forecasting models are taken as the
Socket, as highlighted in Figure 1. We further investigated
two specific forms of SoP: variable-wise SoP and step-wise
SoP. Experimental results indicate that, under the same model
architectures, both step-wise and variable-wise SoP exhibit
similarly strong performance. It is worth noting that SoP
leverages off-the-shelf Socket outputs without requiring any
modifications to the Socket, making it easily combined with
existing SOTA deep forecasting methods. Moreover, we ap-
plied SoP to the spatio-temporal meteorological forecasting
task, utilizing Unet as the Socket. The experimental results
validate its effectiveness, highlighting its potential for inte-
gration with advanced weather forecasting systems, such as
PanGu [Bi et al., 2023] and FengWu [Chen et al., 2023a],
thereby underscoring its applicability to real-world weather
forecasting tasks. In summary, the key contributions of this
study are summarized as follows:

• To our best knowledge, we are the first to identify and
emphasize the detrimental impact of the MTLC phe-
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nomenon in deep forecasting, which limits the learning
potential of time series models. Specifically, we demon-
strate that the traditional early-stopping mechanism in
model training could fail to fully exploit the capabilities
of these models.

• We propose SoP, a universal and model-agnostic cali-
brating strategy, developed to calibrate the performance
of fully trained deep forecasting models with minimal
design costs. By employing a dedicated optimizer and
early-stopping monitor for each predicted target, SoP ef-
fectively mitigates the MTLC issue.

• We derive two specific forms of SoP, referred to as
target-wise SoP, which include variable-wise SoP and
step-wise SoP. Both demonstrate significantly better per-
formance than classical collective calibrating and can be
used as quick-start versions of SoP, eliminating the need
to determine the Counts hyperparameter for the Plug.

• We conduct extensive experiments on seven time series
benchmark datasets and the spatio-temporal ERA5 me-
teorological dataset, whose results demonstrate the ef-
fectiveness of SoP, achieving up to a 22% improvement
in forecasting performance. This showcases its potential
for advancing time series and spatio-temporal forecast-
ing tasks.

2 Preliminaries
2.1 Definitions
Definition 1 (Time Series Forecasting). Given a historical
observation series X = {x1, x2, . . . , xT } ∈ RN×T , which
represents past T time steps and N variables, let X:,t denote
the values of all variables at time step t, and Xn,: denote the
values across all past time steps for variable n. Time series
forecasting aims to learn a model f(·) that predicts the future
values Ȳ = f(X) = {xT+1, xT+2, . . . , xT+S} ∈ RN×S

over the future S time steps, a.k.a., S prediction horizons.
Definition 2 (Collective & Non-collective calibrating). Tra-
ditional calibrating typically involves keeping the inference
model frozen while re-training part of model layers collec-
tively for all target variables across all prediction horizons.
We define this type of calibrating as collective calibrating. In
contrast, when the calibrating process is applied separately to
grouped or even individual variables or prediction horizons,
we denote this as non-collective calibrating. With these def-
initions, our proposed SoP strategy falls under non-collective
calibrating.
Definition 3 (Optimized Plug & Plug Counts). When imple-
menting SoP, one can decide how many variables or predic-
tion horizons are optimized together as a group, each with its
own optimizer and early-stopping monitor. We refer to each
such group of variables or horizons as an Optimized Plug and
the number of total optimized plugs is denoted as the Plug
Counts. Specifically, for a prediction target Y ∈ RN×S : If
n variables along the N -dimension form an optimized plug
to predict Yplug ∈ Rn×S , SoP creates the plug counts as
M = N

n . If s horizons along the S-dimension form an op-
timized plug to predict Yplug ∈ RN×s, SoP creates the plug
counts as M = S

s . Two special remarks are derived as:

Remark 1. There are two types of target-wise SoP: when n =
1, M = N , it is referred to as the variable-wise SoP; and
when s = 1, M = S, it is referred to as the step-wise SoP.
Remark 2. When n = N and s = S, M = 1, in which case
SoP reduces to the classical collective calibrating strategy.

3 Methodology
To clarify the data flow in the model operation based on SoP,
this section first introduces the model inference process given
the input, followed by an explanation of the calibrating pro-
cess of SoP. Without loss of generality and for clarity, we use
a variable-wise SoP (where M = N , as described in Remark
1.) to illustrate the process.

3.1 Model Inference
As shown in Figure 3, the proposed SoP strategy operates
on the basis of two key components: the Socket and the Plug.
The Socket is adopted to capture complex correlations among
variables and deliver the high-quality foundational forecasts.
To this end, it is recommended to harness a trained SOTA
forecasting model, such as a Transformer-based variant, as
the Socket. Given an input sample X ∈ RN×T , the Socket
can preliminarily infer the prediction of the future sequence
Ŷ as follows:

Ŷ = Socket (X) . (1)

The obtained Ŷ is then divided into M groups along the di-
mension of variables or horizons. Specifically, in the case of
variable-wise SoP, Ŷ is divided into N groups based on each
variable index i, forming Ŷi,: ∈ RS . Each Ŷi,: undergoes
layer normalization to produce the normalized values Vi,:, a
technique demonstrated to improve the stability of the train-
ing convergence [Ba et al., 2016], and then is processed by a
Plugi for calibrating.

Vi,: = LayerNorm
(
Ŷi,:

)
(2)

Ȳi,: = Plugi
(
Ŷi,:

)
(3)

= MLPi

(
Ŷi,:

)
⊙ Vi,:. (4)

where MLPi: RS→Rd→RS is a projection that projects
the sequence representation from S to the hidden dimen-
sion d and finally returns to the S dimension, which con-
sists of two d-dimension hidden layers and a GELU activa-
tion [Hendrycks and Gimpel, 2016]. The symbol ⊙ repre-
sents the element-wise multiplication [Han et al., 2024]. Fi-
nally, the predicted outputs of the N Plugs are concatenated
to obtain the final forecasting results Ȳ as follows:

Ȳ =
{
Ȳi,: | i ∈ N

}
. (5)

3.2 Non-collective Model Calibrating
The calibrating process through variable-wise SoP is pre-
sented in Algorithm 1. Let a batch of data X ∈ RB×N×T

and the corresponding ground truth Y ∈ RB×N×S , where B
represents the batch size, be provided. The Mean Squared
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Figure 3: The framework of the proposed SoP. On the left are Socket, such as fully trained models like iTransformer, DLinear, etc., which
provide the foundational forecasts. On the right are independently deployed variable-wise Plug (upper part) and step-wise Plug (lower part),
which aims to calibrate the forecasts produced by the Socket.

Error (MSE) serves as the loss function L. The role of each
Plugi is to calibrate the preliminary forecasting results Ŷi,:

for each target variable i. Specifically, each Plugi is equipped
with a dedicated optimizer opti for minimizing its training
loss Ltrain

i and a monitor mnti for early-stopping associated
with the validation loss Lval

i , enabling exclusive calibrating.

Algorithm 1 Training algorithm illustrated through variable-
wise SoP

Input: Trained Socket; training dataset Dtrain; validation
dataset Dval.

1: for i = 1 to N do
2: initialize the parameters of Plugi ← θi
3: repeat
4: fetch a batch of data (X,Y) from Dtrain

5: Ŷ = Socket(X)

6: Ȳ = Plugi(Ŷ)
7: Ltrain

i ← MSE(Ȳ,Y)
8: update θi using optimizer opti by minimizing
Ltrain
i

9: if up to the end of an epoch then
10: snapshot Plugi if Lval

i on Dval is minimal
11: end if
12: until early-stopping of mnti is triggered
13: end for
14: Output: N snapshots of trained Plugs

4 Experiments
In this section, we present the experimental setup and results
of SoP, focusing on the following research questions:

• RQ1: How effective is SoP in enhancing the perfor-
mance of existing time series forecasting models such
as DLinear, TimesNet, and others?

• RQ2: How effective is the target-wise SoP, specifically
in terms of variable-wise and step-wise calibration?

• RQ3: How does the performance differ between non-
collective and collective optimizer deployment?

• RQ4: How effectively can SoP extend its functionality
to spatio-temporal forecasting?

4.1 Experimental Setup
Datasets. We initially conducted extensive experiments on
benchmark time series datasets, including ETTh1, ETTh2,
ECL, Exchange, Weather, and Solar-Energy.
Inference models. SoP is a model-agnostic method that
can be broadly applied to any trained deep neural networks.
We assess the effectiveness of SoP by applying it to seven
SOTA forecasting methods as the inference models, also re-
ferred to as Sockets, which are categorized as follows: (1)
Transformer-based methods including FEDformer [Zhou et
al., 2022], PatchTST [Nie et al., 2023], and iTransformer [Liu
et al., 2024b]; (2) MLP-based methods including DLin-
ear [Zeng et al., 2023], TSMixer [Chen et al., 2023b], and
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Models ECL Weather Exchange Traffic Solar-Energy ETTh1 ETTh2
Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
SOFTS 0.175 0.265 0.259 0.280 0.413 0.427 0.406 0.304 0.234 0.261 0.456 0.448 0.383 0.405

SOFTS+Plug 0.170 0.263 0.249 0.273 0.365 0.430 0.401 0.265 0.232 0.258 0.452 0.447 0.381 0.403
Promotion 2.768% 0.573% 3.729% 2.495% 11.531% -0.820% 1.292% 12.897% 1.248% 1.136% 1.012% 0.254% 0.521% 0.662%

iTransformer 0.175 0.266 0.261 0.281 0.382 0.418 0.421 0.282 0.234 0.261 0.459 0.450 0.384 0.407
iTransformer+Plug 0.169 0.264 0.249 0.274 0.295 0.401 0.415 0.279 0.231 0.260 0.450 0.447 0.381 0.404

Promotion 3.413% 0.902% 4.795% 2.598% 22.907% 4.182% 1.431% 1.112% 1.370% 0.384% 1.892% 0.713% 0.671% 0.652%
TimesNet 0.195 0.296 0.261 0.287 0.422 0.445 0.629 0.333 0.263 0.274 0.477 0.466 0.413 0.426

TimesNet+Plug 0.190 0.290 0.261 0.286 0.338 0.422 0.598 0.332 0.262 0.274 0.473 0.465 0.410 0.420
Promotion 2.684% 1.808% 0.019% 0.415% 19.986% 5.239% 4.981% 0.207% 0.560% -0.301% 0.814% 0.139% 0.785% 1.371%
PatchTST 0.204 0.294 0.256 0.279 0.390 0.417 0.464 0.296 0.280 0.313 0.452 0.450 0.398 0.417

PatchTST+Plug 0.184 0.277 0.248 0.274 0.306 0.389 0.454 0.292 0.271 0.300 0.450 0.453 0.380 0.408
Promotion 9.852% 5.792% 3.303% 1.837% 21.639% 6.781% 2.073% 1.084% 3.059% 3.941% 0.282% -0.735% 4.590% 2.306%
FEDformer 0.229 0.340 0.311 0.359 0.518 0.508 0.611 0.378 0.316 0.393 0.443 0.457 0.433 0.449

FEDformer+Plug 0.207 0.320 0.299 0.348 0.404 0.470 0.603 0.370 0.289 0.367 0.433 0.451 0.425 0.441
Promotion 9.733% 5.689% 3.822% 3.272% 22.040% 7.493% 1.307% 2.297% 8.571% 6.665% 2.339% 1.441% 1.838% 1.915%

DLinear 0.213 0.302 0.265 0.316 0.341 0.402 0.672 0.419 0.330 0.401 0.461 0.457 0.565 0.521
DLinear+Plug 0.182 0.281 0.241 0.295 0.290 0.387 0.577 0.361 0.256 0.310 0.451 0.453 0.548 0.508

Promotion 14.396% 6.962% 8.966% 6.779% 13.682% 3.574% 14.133% 13.775% 22.364% 22.719% 2.146% 0.852% 3.058% 2.387%
Table 1: The averaged performance across all prediction horizons S = {96, 192, 336, 720} comparing the inference model and its enhance-
ment with variable-wise SoP.

SOFTS [Han et al., 2024]; and (3) a TCN-based method:
TimesNet [Wu et al., 2023].
Experimental settings. We utilized the open library
TSLib [Wang et al., 2024], which enabled the easy reproduc-
tion of aforementioned inference models. For SOFTS, which
is not included in TSLib, we reproduced it using the hyper-
parameter settings provided in the original paper [Han et al.,
2024].

4.2 Effectiveness of SoP to Enhance Inference
Models (address RQ1)

Table 1 reports the averaged performance across all hori-
zons, comparing the inference models and their enhancement
using variable-wise SoP across seven benchmark datasets.
The results demonstrate that SoP significantly enhances fore-
casting accuracy across various baselines, whether MLP- or
Transformer-based methods. Notably, all Model+Plug meth-
ods achieve an improvement rate exceeding 10% in MSE
on the Exchange dataset. Based on prior findings [Qiu et
al., 2024], which identified datasets like Exchange as hav-
ing lower inter-variable correlations and datasets like Weather
as having higher inter-variable correlations, we conclude that
variable-wise SoP performs better with datasets characterized
by lower inter-variable correlations than with those exhibit-
ing higher inter-variable correlations. This also implies the
importance of understanding dataset characteristics to opti-
mize the potential of SoP further. Notably, while DLinear
underperforms compared to TimeNet, the integration of SoP
enables DLinear+Plug surpasses TimesNet+Plug on most
datasets.

Figure 4 illustrates the performance of applying SoP
to each of the three models with prediction horizons
S = {96, 192, 336, 720} on the ECL and Exchange datasets.
The experimental results demonstrate that the SoP strategy
consistently decreases the MSE at diverse prediction hori-
zons. As the prediction horizon expands, the performance
improvement brought by SoP becomes increasingly evident,
manifested by the growing difference between the solid and
dashed lines of the same color.

96 192 336 720
0.16

0.18

0.21

0.23

0.25

0.28

M
SE

(a) ECL

 PatchTST
 PatchTST+Plug
 TSMixer
 TSMixer+Plug
 FEDformer
 FEDformer+Plug

Prediction horizon Prediction horizon
96 192 336 7200.00

0.18

0.36

0.54

0.72

0.90

1.08

M
SE

(b) Exchange

 iTransformer
 iTransformer+Plug
 DLinear 
 DLinear+Plug
 TimesNet 
 TimesNet+Plug

Figure 4: Performance of SoP at different prediction horizons.

4.3 Effectiveness of Target-wise SoP (address
RQ2)

To investigate the effectiveness of target-wise SoP, we exam-
ine the performance SoP with different plug counts on the
Weather dataset, which contains a total of 21 target variables.

Effect of SoP from Variable View. Given a total of 21 target
variables, we specifically setup the plug counts along the N -
dimension to form {21, 7, 3, 1} plugs in turn. The experimen-
tal results, shown in Figure 5, reveal several key observations.
First, most non-collective SoP clearly enhances the perfor-
mance of inference models, with SoP using plug count of 7
achieving the best performance, followed closely by variable-
wise SoP. The variable-wise SoP, by eliminating the need to
fine-tune the plug count, is thus suggested as a quick-start
version of SoP. Second, plug count of 1 (i.e., collective cali-
brating) generally results in the worst performance, even per-
forming worse than the inference model without calibrating.
This suggests the MTLC indeed degrades the performance of
most models. Lastly, models with simpler architectures, such
as DLinear, benefit more from incorporating SoP.

Effect of SoP from Step View. Given that S ∈
{96, 192, 336, 720}, we set up the plug counts along the S-
dimension as follows: for S = 96, the plug counts form
{96, 32, 16, 2, 1}; for S = 192 , the plug counts form
{192, 64, 32, 4, 1}; for S = 336, the plug counts form
{336, 128, 64, 8, 1}; and for S = 720, the plug counts form
{720, 240, 120, 15, 1}. As shown in Figure 6, the experi-
mental results reveal that MTLC degrades the performance
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Model of Socket SOFTS iTransformer DLinear PatchTST TimesNet TSMixer FEDformer
Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Promotion1 2.77% 0.57% 3.41% 0.90% 14.40% 6.96% 9.85% 5.79% 2.68% 1.81% 16.29% 9.80% 9.73% 5.69%ECL Promotion2 1.92% 0.05% 3.28% 0.40% 12.72% 6.20% 9.27% 5.54% 3.23% 1.22% 15.59% 9.40% 9.52% 5.55%
Promotion1 3.73% 2.49% 4.80% 2.60% 8.97% 6.78% 3.30% 1.84% 0.02% 0.42% 4.69% 3.47% 3.82% 3.27%Weather Promotion2 2.72% 1.41% 4.20% 2.04% 5.84% 5.11% 2.49% 1.23% -0.14% -0.06% 3.59% 2.41% 4.56% 5.69%
Promotion1 11.53% -0.82% 22.91% 4.18% 14.68% 3.57% 21.64% 6.78% 19.99% 5.24% 1.37% 1.48% 22.04% 7.49%Exchange Promotion2 7.03% -0.89% 21.99% 6.10% 4.49% -3.40% 18.60% 3.06% 15.72% 2.86% -5.10% -1.56% 21.22% 7.39%
Promotion1 1.29% 12.90% 1.43% 1.11% 14.13% 13.78% 2.07% 1.08% 4.98% 0.21% 1.79% 3.24% 1.31% 2.30%Traffic Promotion2 0.56% 12.85% 0.91% 0.84% 12.33% 15.48% 0.71% -1.27% 0.73% -0.40% 1.85% 3.91% 1.14% 2.09%
Promotion1 1.25% 1.14% 1.37% 0.38% 22.36% 22.72% 3.06% 3.97% 0.56% -0.30% 0.64% 0.02% 8.57% 6.66%Solar-Energy Promotion2 1.12% 0.31% 1.22% 0.23% 21.62% 22.47% 2.87% 2.79% -0.53% -6.06% 0.63% -0.62% 8.10% 6.47%

Avg Promotion1 3.16% 2.46% 5.21% 4.77% 14.91% 11.40% 6.40% 4.82% 4.26% 2.58% 4.95% 3.32% 7.09% 6.88%
Avg Promotion2 2.11% 2.05% 1.51% 1.59% 10.76% 9.17% 3.00% 1.31% 1.27% -0.24% 3.60% 2.71% 4.11% 4.33%

Table 2: The accuracy improvements achieved by non-collective SoP (Promotion1) and collective calibrating (Promotion2).
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(a) Prediction horizon S = 96
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(b) Prediction horizon S = 192
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(c) Prediction horizon S = 336
PatchTST SOFTS iTransformerTSMixer DLinear

0.338

0.364

0.390

0.416

0.442

  Inference model   Plug count of 1 (Collective) 
  Plug counts of 3   Plug counts of 7   Plug counts of 21 (variable-wise SoP)

M
SE

(d) Prediction horizon S = 720

Figure 5: Effect of plug counts on the performance of SoP from the
variable view.

of most models, except for TSMixer, which performs best
with collective calibration when S = 96. In contrast, non-
collective SoP significantly enhances model performance,
with PatchTST, implementing step-wise SoP, achieving the
best results across most prediction horizons. Overall, the
step-wise SoP, by eliminating the need to experiment with
specific plug counts, performs considerably well and can be
chosen as a quick-start version of SoP from the step view.

4.4 Ablation Study of Non-collective and
Collective Optimizer Deployment (address
RQ3)

As highlighted by the MTLC phenomenon in Figure 2, we
conducted a more rigorous ablation study to compare the ef-
fects of non-collective and collective optimizer deployment.

Table 2 summarizes the performance achieved by deploy-
ing two different calibrating strategies. The improvements are
calculated relative to the performance of the Socket without
calibrating, with the superior improvement in each compar-
ison highlighted in bold. Promotion 1 is achieved through
variable-wise SoP, where each plug is optimized indepen-
dently by a specific optimizer. Promotion 2 is achieved via
collective calibrating, where all plugs share a unified op-
timizer. The results show that while both calibrating ap-
proaches yield performance improvements, SoP leads to more
substantial gains. The average improvement achieved by Pro-

PatchTST SOFTS iTransformerTSMixer DLinear 
0.162

0.171

0.181

0.190

M
SE

(a) Prediction horizon S = 96

 Inference model    Plug counts of 1 (collective)   Plug counts of S/48  
 Plug counts of S/6  Plug counts of S/3   Plug counts of S/1 (step-wise SoP)

PatchTST SOFTS iTransformerTSMixer DLinear 

0.210

0.224

0.238

0.252

M
SE

(b) Prediction horizon S = 192

PatchTST SOFTS iTransformerTSMixer DLinear 
0.252

0.264

0.276

0.288

0.300

0.312

M
SE

(c) Prediction horizon S = 336
PatchTST SOFTS iTransformerTSMixer DLinear 

0.325

0.350

0.375

0.400

M
SE

(d) Prediction horizon S = 720

Figure 6: Effect of plug counts on the performance of SoP from the
step view.

motion 1 is approximately twice that of Promotion 2. A
striking example of this difference can be observed with the
TSMixer model on the Exchange dataset, where collective
calibrating results in a degradation in model performance,
while the corresponding SoP strategy leads to significant im-
provements.

4.5 Experiments on Spatio-temporal Forecasting
(address RQ4)

Both time series forecasting and spatio-temporal forecast-
ing aim to predict future values based on historical data, but
spatio-temporal forecasting is more complex in terms of data
scale and model complexity. This section demonstrates the
effectiveness of SoP in spatio-temporal forecasting.
Dataset. The experiments were conducted on the ERA5
dataset [Alibaba Group, 2023], which includes five meteo-
rological variables: T2M, U10, V10, MSL and TP.
Inference model. The inference model selected as the Socket
is Unet [Ronneberger et al., 2015]. A direct prediction strat-
egy is employed, which generates predictions for the next 20
prediction horizons without iterative steps.
Experimental settings. For spatio-temporal prediction, a
data sample is represented as X ∈ RN×H×W×T , with Y ∈
RN×H×W×S as the corresponding output. In this forecasting
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task, observations from the past two time steps (T = 2) in-
volving five variables (N = 5) are used to predict the same
five variables over the next 20 prediction horizons (S = 20).
H ×W denotes the spatial range, with W = H = 160.
Experimental results. Next, we provide the analysis of the
experimental results in detail.

The Effect of SoP on Spatio-temporal Variables. As shown
in Figure 7 (a), the averaged test MSE of the five variables
significantly decreased after applying SoP to Unet, particu-
larly for the variables T2M, U10, and V10. This improve-
ment can be attributed to the inherently stronger cyclicity of
T2M, which enhances its predictability compared to TP and
MSL, which aligns with findings in previous studies [Liu et
al., 2021]. Figure 8 displays a test sample to visualize the ben-
efits of applying SoP to the Unet model for spatio-temporal
predictions of T2M and V10. It can be observed that predic-
tions from Unet alone appear overly smoothed and obscurer
at certain spatial locations (highlighted in the black box). In
contrast, Unet+SoP produces more textured and sharper pre-
dictions that are closer to the ground truth, not only at the first
prediction horizon but also at the 20th prediction horizon.

The Effect of SoP on Prediction Horizons. As present
in Figure 7 (b), the incorporation of the SoP consistently re-
duces the test MSE across each of the 20 prediction horizons.
Notably, the difference in MSE between Unet+Plug and Unet
gradually decreases as the prediction horizon increase. This
phenomenon can be attributed to the reduced predictability
of spatio-temporal forecasts as the horizon progresses [Bi et
al., 2023]. Overall, SoP demonstrates its effectiveness both
in short- and long-term spatio-temporal forecasting.

（a） （b）
2 4 6 8 10 12 14 16 18 20
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0.2
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 Unet
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Variable

Figure 7: (a) The averaged MSE for each of five variables. (b) The
averaged MSE at each prediction horizon.

5 Related Works
Forecasting Models. Deep learning has significantly ad-
vanced time series forecasting, resulting in the development
of numerous deep forecasting models [Deng et al., 2024b].
The architecture of deep models has progressed from CNNs-
based frameworks [Wu et al., 2023], MLPs [Zeng et al.,
2023] to Transformer [Liu et al., 2024b], achieving consider-
able performance improvements across various benchmarks.
Recently, the rise of LLMs has opened new possibilities for
time series forecasting [Liu et al., 2024a; Zhong et al., 2025].
However, some studies have shown that these popular LLMs
often perform similarly to, or even worse than, simpler meth-
ods, while also significantly increasing computational costs
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Predicted V10 at the 20th 
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Figure 8: Visualization of a spatio-temporal forecasting case study
for prediction horizons S=1 and S=20.

during both training and inference [Tan et al., 2024]. As a
result, there is no universally superior model architecture in
the research community of time series forecasting.

Forecasting Strategies. Recent studies have shown that
well-designed forecasting strategies—such as multi-view
learning [Deng et al., 2022; Lu et al., 2019] and model cal-
ibration—can significantly influence predictive performance.
Calibration, in particular, plays a critical role in aligning
model predictions with the ground truth [Zhang et al., 2023],
or in providing more reliable confidence intervals [Sun et al.,
2023]. Early research employed Platt Scaling to transform
the original predictions into calibrated probabilities [Platt and
others, 1999]. More recently, non-parametric isotonic regres-
sion was introduced by [Berta et al., 2024] to calibrate binary
classifiers. [Huang et al., 2023] designed an abductive rea-
soning mechanism to minimize the discrepancy between the
inferred and the true values to adjust the predictions. [Zhang
et al., 2023] employed the envelope-based bounds modeling
to correct the initial predictions. While many previous stud-
ies have applied learning-based methods to calibrate model
outputs, most have focused on collective calibrating. None
of these approaches have noticed the detriment of MTLC
in deep forecasting and proposed a solution through non-
collective calibrating. To this end, this study has developed
an effective calibrating strategy from two views that enhances
the performance of deep forecasting models.

6 Conclusions
This study identifies a detrimental phenomenon, termed
MTLC, which hampers the learning capability during the
training of deep forecasting models. To address this issue, we
propose an effective SoP strategy that calibrates well-trained
forecasting models, regardless of their specific architectures.
Additionally, we derive two specific forms of target-wise SoP
for quick-start implementation. Comprehensive experiments
demonstrate the superiority of the proposed method, even
without exhaustive hyperparameter searching. We hope this
approach paves the way for further advancements in time se-
ries forecasting. Future research could focus on improving
calibrating efficiency through parallel Plug training.
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